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Abstract—It is evident that surface electromyography (sEMG) based human-machine interfaces (HMI) have inherent difficulty in predicting dexterous musculoskeletal movements such as finger motions. This paper is an attempt to investigate a plausible alternative to sEMG, ultrasound-driven HMI, for dexterous motion recognition due to its characteristic of detecting morphological changes of deep muscles and tendons. A multi-channel A-mode ultrasound lightweight device is adopted to evaluate the performance of finger motion recognition; an experiment is designed for both widely acceptable offline and online algorithms with eight able-bodied subjects employed. The experiment result presents that the offline recognition accuracy is up to 98.83% ± 0.79%. The real-time motion completion rate is 95.4% ± 8.7% and online motion selection time is 0.243 ± 0.127 s. The outcomes confirm the feasibility of A-mode ultrasound based wearable HMI as well as its prosperous applications in prosthetic devices, virtual reality and remote manipulation.
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I. INTRODUCTION

People suffering from transradial amputation are significantly influenced both physically and mentally because of the loss of motor functionality. To reconstruct their lost hand functions, surface electromyography (sEMG) based human-machine interface (HMI) has been applied to control prosthetic hands for decades [1]–[7]. sEMG signals, generated with muscle contraction and collected noninvasively, are naturally related with motion intentions and provide the insight into muscle activities [8]. However, sEMG signals hardly reflect the movement of muscles deep below surface tissue due to the crosstalk, attenuation, low signal to noise ratio (SNR), etc [9]–[11]. Since typical finger-related muscles such as flexor digitorum sublimis, flexor pollicis longus, and extensor pollicis longus are far away from surface tissue, in principle sEMG-based solutions are impractical for predicting dexterous finger motions [12]. Recent advanced electronics and hardware design in prostheses like the iLimb from Touch Bionics [13], challenge dexterous motion prediction algorithms for intuitive controlling a prosthetic hand [14]. Though the primary aim has been achieved by intramuscular EMG and targeted muscle reinnervation (TMR), the invasiveness has impeded the acceptance of such control strategies in daily life activity conduction [15], [16]. A novel non-invasive HMI is urgently needed to accommodate intuitive sensing of dexterous human body movements especially finger motions.

Ultrasound could be an alternative due to its capability of penetrating several centimeters below the skin and returning the information of both superficial and deep muscles in a noninvasive manifestation [17], [18]. Recent studies present evidence in visualizing muscle activities and HMI [19]–[32]. The research group led by Zheng et al. conducted a few studies about ultrasound-image based HMI. They extracted muscle thickness through ultrasound imaging and established nonlinear mapping between muscle thickness and fatigue degree [23]. A linear relationship between muscle deformation and normalized torque of biceps brachii was further revealed in their subsequent research [24]. Distinct patterns in ultrasound images of different finger flexion have been reported and utilized in motion recognition with an overall accuracy of 94%. These prior studies firstly proved the feasibility of ultrasound imaging as an alternative HMI in finger motion recognition [22], [25]. In addition, finger position and fingertip force were predicted precisely by Castellini et al. based on ultrasound imaging using uniformly-spaced grid of interest points and the corresponding spatial first-order features [18], [26], [27]. Skidar et al. applied ultrasound imaging to classify 15 hand gestures offline and four motions in real time, demonstrating the feasibility of ultrasound imaging as a robust HMI [11]. Moreover, they conducted a preliminary experiment with a transradial amputee to control a virtual hand using ultrasound-image based HMI and achieved a completion rate of above 70% [28]. Classification performance of sEMG signals and ultrasound imaging for 14 finger motions was compared by Liu et al., with one-way analysis of variance (ANOVA) showing a significant advantage of ultrasound-image based HMI [29].

Although the above-mentioned research indicates that ultrasound imaging is a reliable alternative to sEMG in HMI modality for finger motion and position recognition, the employed B-mode ultrasound equipment is bulky, expensive, and hardly wearable for the development of wearable prosthetic devices. In order to overcome the drawbacks of B-mode ultrasound, single-element ultrasound (A-mode ultrasound) only reflecting the depth information of a specific direction is employed. In spite of its simplicity, A-mode ultrasound enjoys notable merits in practical use. For instance, the transducer could be customized in a much smaller size and integrated...
with a prosthetic device; the computation cost can be further reduced to meet the real-time requirement. A few studies had been carried out to explore its capability as an alternative for dexterous motion recognition. Zheng et al. extracted muscle deformation by an A-mode ultrasound transducer and derived a linear relationship between muscle deformations and wrist extension angles [20]. Sikdar et al. recently predicted dexterous finger motions using a mechanically scanned A-mode ultrasound transducer with good performance [30]. Hettiarachchi et al. conducted the finger motion recognition for transradial amputees using eight customized A-mode ultrasound transducers [31]. Li et al. also demonstrated that five single digit flexion could be classified using four A-mode ultrasound transducers, with a classification accuracy up to 96% [32].

Noting that all the previous work related to A-mode ultrasound are analyzed offline, the real-time performance of A-mode ultrasound remains to be verified. This paper aims to further evaluate the feasibility of A-mode ultrasound for finger motion recognition. Specifically, a 4-channel A-mode ultrasound ring sensing system is adopted to recognize more finger motions commonly used in ADL. Four online evaluation metrics are adopted to assess the real-time performance. In addition, the effect of the number of exploited sensing channels on recognition accuracy is also investigated. The paper is organized as follows: Section II-A provides the information of employed subjects, device configuration and the experiment paradigm. Offline classification method and detailed experiment are described in Section II-B. Section II-C describes the real-time test and online performance indicators. Experimental results and extended discussion are presented in Section III and IV.

II. MATERIALS AND METHODS

A. Subjects and Hand Gestures

1) Subjects: Eight able-bodied male subjects (aged 23-26, denoted as S1 to S8) without history of neuromuscular and joint diseases participated in the experiment. The procedure was reviewed and approved by the SJTU School Ethics Committee. All subjects had received a thorough description of the experiment in both oral and written form and signed the informed consent according to declaration of Helsinki.

2) Hand Gestures: In order to evaluate the performance of the A-mode ultrasound for finger motion recognition, 11 hand motions including rest state were chosen without considering wrist motions. Specifically, four single digit flexion: thumb flexion (TF), index finger flexion (IF), middle finger flexion (MF), and ring flexion (RF) and six combined finger motions: lateral grasp (LG), fine pinch (FP), tripod grasp (TG), index point (IP), fist (FS), hang loose (HL) and rest state (RS) were chosen as motion candidates. Most of these hand motions are commonly used in ADL [33], [34].

B. Offline Data Acquisition and Pattern Recognition

1) Sensor Placement: A commercial 4-channel A-mode transducer driver board (Zhongxu Tech., China) was chosen (length: 24 cm, width: 10 cm, height: 1.8 cm), which was used to drive four channels of A-mode ultrasound transducer independently and receive and amplify echo signals sequentially. The driving pulse voltage, repetition frequency and amplification gain were set to -40 V, 10 Hz, and 37 dB, respectively. The repetition frequency was equal to real-time recognition frequency and set as 10 Hz. In each echo-receiving period, 8192 dots were sampled at a frequency of 100 MHz. A lower sampling rate was also feasible as long as the sampling theorem was met. The sound velocity in human tissues is around 1540 m/s [35]. With the above settings, the inspecting depth was as deep as 63 mm in this experiment. This depth is practical to detect the movements of deep muscles and tendons in the forearm.

A customized A-mode transducer with a 5 MHz piezoelectric ceramic and a matching layer was designed for this study (diameter: 14 mm, height: 18 mm). The detailed parameters can be seen in APPENDIX Table I. A correlative study evidenced that 5 MHz was the optimum frequency with a good SNR in both low and high frequency domains [31], and the matching layer was applied to reduce the reflection between the piezoelectric ceramic and skin. Standard ultrasound gel was applied between skin and surface of transducer. A customized armband was designed to secure four A-mode transducers still on the surface of forearm skin. The position of every transducer was chosen carefully ensuring the coverage of flexor digitorum sublirum (FDS), flexor digitorum profundus (FDP), flexor pollicis longus (FPL), extensor digitorum communis (EDC), and extensor pollicis longus (EPL). These five muscles play a crucial role in finger movements including digit flexion and combined finger motions. The armband was fixed on the middle portion of the forearm. The placement of the armband and covered muscles were shown in Fig. 1.

2) Data Acquisition: During the offline experiment, the subjects were instructed to place their elbows on an armrest and lift their forearms with palms facing upward. All the 11 hand gestures mentioned above were repeated for 10 trials. For each trial, each motion was held for 5 seconds, and only the data of the middle 3 seconds was analyzed. A customized graphical user interface (GUI) was programmed for both offline and online experiment based on C++ (Visual Studio 2010, Microsoft, USA), as shown in Fig. 2. The subjects were asked to follow cues from the GUI to perform corresponding motions at a moderate level of force. Between every two adjacent trials, there was a 10 seconds rest to avoid fatigue.

3) Feature Extraction: The feature extraction process was inspired by the spatial first-order feature proposed by Castellini et al., which was linearly related to metacarpophalangeal joint angle and fingertip force [26], [27]. After choosing a uniformly-spaced grid of interest points in the ultrasound image, plane fitting was applied for each region of interest, and three fitting coefficients were noted as the spatial first-order feature. In our method, the plane fitting was transformed to linear fitting [29]. This transformation made the method applicable for one-dimensional A-mode ultrasound signals. The details of the feature extraction process are described as follows.

Since the raw echo signals received from the A-mode ultrasound transducer are always corrupted with noise, processing was done to get rid of the noise. Fig. 3 shows the
Fig. 1. Placement of the A-mode ultrasound transducers. (a) Section view of the midposition of the forearm and the distribution of ultrasound transducers (b) Placement of the armband and overview of the hardware system.

Fig. 2. A customized graphical user interface (GUI) for finger motion recognition. From left to right, the 11 gestures were rest state (RS), index point (IP), lateral grasp (LG), thumb flexion (TF), index finger flexion (IF), middle finger flexion (MF), ring finger flexion (RF), fist (FS), hang loose (HL), fine pinch (FP) and tripod grasp (TG). During real-time test, the red frame was used to prompt current motion and the predicted result was shown on the upper-right corner.

Schematic flow of the preprocessing. It consists of time gain compensation (TGC), Gaussian filtering, Hilbert transform, and log compression [35].

Segmentation and linear fitting were then adopted for feature extraction. Firstly, the preprocessed echo signals were segmented into a series of windows with a fixed length without overlap along the propagation direction of the ultrasound. The first 20 sampling dots and the last 20 sampling dots for each echo signal were removed before segmentation, since they carried little meaningful information. The segment length was selected as 280 sampling dots empirically. As the sampling frequency was 100 MHz, this segment length represented a time interval of 2.8 us. All the subjects and channels of ultrasound transducers shared the same segment parameter. Secondly, linear fitting was applied for each window, by which morphological information of muscles contained in ultrasound signals could be preserved. The two fitting coefficients were noted as features of corresponding window. The features of all the windows from four channels were combined as a feature vector. Hence, the dimensionality of the feature vector is 232 (4×29×2).

4) Hand Gesture Recognition: Two classifiers were employed for recognizing the hand gestures in this experiment including linear discriminant analysis (LDA) classifier (Bayesian method) and support vector machine (SVM) classifier (Linear kernel) [36], [37]. The adopted classification strategies were commonly applied in sEMG-based pattern recognition due to their simplicity and robust performance.

Five-fold cross-validation was adopted. That is to say, the database was randomly and equally divided into five parts, one of the five parts were notified as testing set, and the others were regarded as training set. The five-fold cross-validation was repeated for ten times, yielding 50 classification accuracies. The classification accuracy (CA) was defined as Equation 1:

$$CA = \frac{\text{Number of correctly recognized motions}}{\text{Total number of testing motions}} \times 100\%$$

C. Real-time Test and Performance Metrics

1) Real-time Test: Since the performance of the LDA classifier and the SVM classifier were not significantly different according to one-way ANOVA during the offline classification, only the LDA classifier was adopted for the online test for its lower computation cost. With the aforementioned feature and LDA classifier, the feature extraction and classification time was less than 11 ms for each prediction (3.1-GHz Inter Core i5-2400 computer).

The aforementioned customized GUI in Fig. 2 was also applied in the real-time experiment, and the subjects were asked to maintain the same posture as in the offline experiment. Different from the offline experiment, 3 trials training and 6 trials testing were conducted. For each trial in the training stage, each motion was held for 5 seconds, and only the data from the middle 3 seconds were adopted for training. In the testing stage, the definition of a trial was as follows. The GUI randomly prompted a targeted motion with a red frame, and the subjects were instructed to perform the corresponding motion. The prompt for each targeted motion would last for 5 seconds. During this period, the real-time predicted motion would be displayed on the upper-right corner in the GUI to provide a visual feedback. In order to calculate the online performance metrics defined in the following subsection, there was a 5 seconds rest state before each targeted motion [38]. All the real-time predicted labels and real labels were recorded for further analyses.
2) **Performance Metrics:** To evaluate the online performance of HMI-A (Human-machine interface based on A-mode ultrasound) for finger motion recognition, four metrics applied in sEMG-based HMI were chosen, including motion selection time (ST), motion completion time (CT), motion completion rate (CR) and real-time accuracy (RA) [39], [40].

ST is the time interval between motion onset to the first right prediction of the targeted motion, where the motion onset is defined as the time of the last prediction of the rest state [33]. ST is able to describe the responsiveness of the HMI. CT is the time consumed to predict the current motion rightly for 10 times, which represents the control stability of the HMI. If a specific motion is correctly predicted 10 times in 5 seconds, it is regarded as an instance of recognition completion. Otherwise, it is regarded as recognition failure. This time limitation is selected based on clinical experience [39]. Since any prosthetic hand operations exceeding 5 seconds is too time-consuming to be tolerated by users. CR is defined as the percentage of completed motions within 5 seconds, and it reflects the usability of the HMI for users. RA is defined as the classification accuracy from the first correct prediction to the end of the 5 seconds prediction time, which can represent the prediction stability. The ST, CT and RA are counted only when the current motion is noted as recognition completion. Fig. 4 shows the detailed explanation of ST and CT.

![Flow chart of preprocessing and feature extraction](image)

**Fig. 3.** Flow chart of preprocessing and feature extraction. t = time, denoting propagation time of ultrasound; Amp = Amplitude, denoting amplitude of ultrasound.

Average offline classification accuracy and real-time performance metrics are reported with mean and standard deviation (SD). One-way ANOVA was applied to assess the statistic difference between the means of compared data based on MATLAB (MathWorks Inc. USA). Statistical significance level was set as \( p < 0.05 \) for all the comparisons.

### III. EXPERIMENT RESULTS

#### A. Offline Recognition Accuracy

Fig. 5 presents the average classification error rate of 11 finger motions for each subject. The average classification accuracy of the eight able-bodied subjects is 98.83% ± 0.79% for the LDA classifier and 98.41% ± 0.78% for the SVM classifier, respectively. One-way ANOVA demonstrates that the difference between the performance of the LDA classifier and SVM classifier is not significant (\( p > 0.05 \)).

![Classification Error Rate](image)

**Fig. 5.** Classification error rate of HMI-A for the 8 different subjects. Error bars represent the standard deviations of the error rate across the 11 motions. Last bar represents the average error rate and standard deviation across all the motions and subjects.

#### D. Statistical Analysis

Fig. 6 presents the confusion matrix of motion recognition results based on the LDA classifier which is similar to that of
the SVM classifier \((p > 0.05)\). For each motion, the average classification accuracy is above 97%.

Fig. 7 shows the relationship between classification accuracy and the adopted channel number of A-mode ultrasound transducer. All the channel combinations were analyzed to provide a preliminary insight due to the limited detection sites. The results show that the classification accuracy drops with the decrease of channel number for both the LDA classifier and the SVM classifier, but for the LDA classifier, the average recognition accuracy is nearly 90% even if only one channel is applied and nearly 95% if two channels are adopted. The performance of the SVM classifier is slightly inferior to LDA classifier when only one or two channels are adopted. When more channels are incorporated, the performance of the SVM classifier is close to the LDA classifier.

**B. Online Evaluation Performance**

The online performance of the HMI-A for finger motion recognition is summarized in Table I. All the values in this table are mean values for 10 motions except for the rest state, which is not analyzed in the real-time test. The average ST, CT, CR and RA for the HMI-A are 0.243 ± 0.127 s, 1.231 ± 0.239 s, 95.4% ± 8.7%, and 92.4% ± 8.7%, respectively.

Fig. 8 shows the online performance of the eight able-bodied subjects for 10 finger motions. As shown in Fig. 8(a), except for IP, RF, and FS, the ST of the other seven motions is less than 0.3 s. It means that the delay of the motion selection is not perceivable by users, which is very crucial in intuitive control [36]. Fig. 8(b) presents that the motions other than RF and FP are completed within 1.3 s. Because the recognition frequency is 10 Hz, only three or fewer recognition faults occur before motion completion. According to Fig. 8(c), the CRs of all the 10 motions are nearly 90% except for MF, and the average CR is as high as 95%. In the realistic application of prosthetic hand control, the CR is the most telling metric which reflects whether intended motions of users can be achieved [39]. Fig. 8(d) shows that the RA for every motion is above 85%. Except MF, RF and FP, the CAs of the other seven motions are above 90%. Apparently, the muscle movements of MF and RF are much similar, which leads to a significant confusion. Another notable confusion is between TG and FP.

The comparison for the online performance of single finger flexion and combined finger motions is shown in Fig. 9. The RA and CR of combined finger motions are higher than single finger flexion in terms of recognition accuracy, but the CT and ST are longer compared with single finger flexion. One-way ANOVA shows that there is no significant difference between...
TABLE I
PERFORMANCE METRICS FOR EIGHT HEALTHY SUBJECTS

<table>
<thead>
<tr>
<th>Metrics</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST (s)</td>
<td>0.246</td>
<td>0.170</td>
<td>0.214</td>
<td>0.317</td>
<td>0.245</td>
<td>0.273</td>
<td>0.165</td>
<td>0.31</td>
<td>0.243 ± 0.127</td>
</tr>
<tr>
<td>CT (s)</td>
<td>1.233</td>
<td>1.087</td>
<td>1.286</td>
<td>1.407</td>
<td>1.243</td>
<td>1.240</td>
<td>1.097</td>
<td>1.256</td>
<td>1.231 ± 0.239</td>
</tr>
<tr>
<td>CR</td>
<td>0.933</td>
<td>0.983</td>
<td>0.933</td>
<td>0.867</td>
<td>1</td>
<td>0.983</td>
<td>1</td>
<td>0.933</td>
<td>0.954 ± 0.087</td>
</tr>
<tr>
<td>RA</td>
<td>0.899</td>
<td>0.984</td>
<td>0.900</td>
<td>0.856</td>
<td>0.894</td>
<td>0.927</td>
<td>0.987</td>
<td>0.926</td>
<td>0.924 ± 0.087</td>
</tr>
</tbody>
</table>

Fig. 8. Average online performance of eight able-bodied subjects for 10 different finger motions. (a) Motion selection time (ST). (b) Motion completion time (CT). (c) Motion completion rate (CR). (d) Real-time accuracy (RA).

The performance of single finger flexion and combined finger motions.

As shown in Fig. 10(a), in cases less than 200 ms, about 44% single finger flexion motions and 40% combined finger motions are successfully selected. From 200 ms to 300 ms, more combined finger motions are selected than single finger flexion. Within 300 ms, about 80% motions are selected both for single finger flexion and combined finger motions.

According to Fig. 10(b), up to 75% single finger flexion motions are recognized for 10 times in 1.2 s, but only 60% combined finger motions are completed in 1.2 s. Within 1.4 s, about 80% motions are completed both for single finger flexion and combined finger motions.

IV. DISCUSSION AND CONCLUSION

The offline and online performance of HMI-A for finger motion recognition has been evaluated in this paper. Experiment results conclude that 98.83% ± 0.79% of hand motions in test set are correctly predicted offline, and 95.4% ± 8.7% of the intended motions are completed with a selection time of 0.243 ± 0.127 s and an accuracy of 92.4% ± 8.7% in real time. The delay of the control system is less than 300 ms and will not be perceivable [36]. Further study presents that 11 finger motions are recognized precisely offline with only one or two A-mode ultrasound transducers. Besides, there is no significant difference for the real-time performance of single finger flexion and combined finger motions. These outcomes elucidate the feasibility of HMI-A as an ideal alternative to the sEMG-based HMI especially for scenarios requiring dexterous finger motion recognition.

A. Feature validation

Fig. 11 represents the projections of different features on two-dimensional space by principal component analysis (P-
CA). The features are projected to the two most discriminatory dimensions for the visualization. It is apparent that features for different motions can be distinguished clearly even though only two-dimensional features (232 dimension in total) are considered. This validates the effectiveness of selected feature for finger motion classification.

The relationship between segment length of signals during feature extraction and classification accuracy is shown Fig. 12. Overall, with the increase in the segment length, the computation cost decreases, but the classification accuracy drops. When the segment length increases to 600, the classification accuracy is still above 98%. This result demonstrates that the performance of selected feature is not sensitive to the segment length of the signals.

B. Ultrasound transducer shift

Sensor shift is a critical problem for both EMG-based HMI and ultrasound-based HMI, which always occurs as the user dons the device and destroys the performance of human-machine interface severely [27], [41], [42]. In order to evaluate the sensitivity of HMI-A to ultrasound transducer shift, a preliminary study for this problem has been conducted. Six commonly used hand motions were selected in this preliminary experiment, including RS, IP, LG, FS, FP, and TG. Results showed that a classification accuracy of above 83% was achieved with $\pm 5$ mm circumferential transducer shift during donning and doffing. Besides, a classification accuracy of 93% was achieved with negligible transducer shift during donning and doffing.

These results demonstrate that transducer shift does influence the classification performance of HMI-A, but the performance is still acceptable with a minimal transducer shift during donning and doffing. To mitigate the effect, a strategy of training all or part of expected displacement positions can be adopted [43]. In addition, some robust features and transducer configuration methods can be further studied [42], [44].

C. Advantages of the HMI-A

1) Advantages over EMG-based HMI: The A-mode ultrasound can achieve sub-millimeter spatial resolution and millisecond temporal resolution, penetrating several centimeters below the skin; This is similar to its counterpart of the B-mode ultrasound [27]. The HMI-A can overcome some inherent limitations of sEMG-based HMI such as inability to differentiate contraction of deep muscles and lack of robust graded signals [45]–[47]. Moreover, the sEMG-based HMI commonly utilizes temporal signal features, thus requiring a long time window to extract meaningful features which causes a latency between signal acquisition and classification. By contrast, a spatial feature is applied in the HMI-A and the real-time performance could be improved easily. The maximum frame rate of the ultrasound equipment used in this experiment is 100 Hz, whose corresponding temporal resolution could be 10 ms. Namely, a new prediction can be given for every 10 ms without decreasing the classification accuracy.

Extensive research has been conducted on sEMG-based HMI to address the real-time performance. Li et al. carried out an experiment on five lateral transradial amputated subjects to perform 10 wrist and hand motions, using both amputated and intact arms. As to their intact arms, the average ST was 0.18s for wrist and hand motions and 0.33 s for hand motions only. The CT was 1.14 s for wrist and hand motions and 1.54 s for hand motions only. The CRs were 81.2% for wrist and hand motions and 69.4% for hand motions only [39]. Recently, Guo et al. evaluated four online metrics for sEMG only, near infrared spectroscopy (NIR) only and combined modality. The conclusion pointed out that the performance of
combined modality was optimal with ST of 0.27 s, CT of 1.29 s, CR of 94% and RA of 90% [40].

It is not fair to compare their experimental results with ours directly because of the difference of gesture sets, number and type of sensors used, anatomical structures, etc. However, by referring to their results, the online performance of HMI-A is promising, with shorter ST (0.243 s), CT (1.231 s) and higher CR (95.4%) and RA (92.4%) on finger motion recognition.

As for intramuscular EMG, it can provide independent signals free of crosstalk from deep muscles compared with sEMG. However, the gesture recognition performance of sEMG and intramuscular EMG is similar [48], [49]. Furthermore, the intramuscular EMG is not preferable as compared with non-invasive ultrasound sensing because of its harmful nature for muscles.

2) Advantages over ultrasound imaging based HMI: Compared with B-mode ultrasound, both the equipment and the transducer of A-mode ultrasound are much cheaper, smaller, more wearable, and easier to compute. Generally, the probe of B-mode ultrasound equipment is made up of an array of piezoelectric transducers, including 128 or more single-element ultrasound transducers. Each small transducer of the B-mode ultrasound probe can be regarded as an A-mode transducer. The volume and weight of B-mode ultrasound probe hinders its fixation on users’ skin in real-life application, restricting its wearability. Besides, the finger-related muscles are distributed around the circumference of the forearm. With the distribution of multi-channel transducers, A-mode ultrasound can monitor the movements of all these muscles. While the B-mode ultrasound probe is too bulky to cover all the targeted areas. Moreover, the echo signal of A-mode ultrasound is not two-dimensional image but one-dimensional signal, contributing to a shorter computation latency of HMI-A in real-time classification with the advantage of less data being processed. An offline classification accuracy ranging from 92% to 96% has been reported for different finger motions of able-bodied participants based on ultrasound imaging [25], [28], [29]. Compared with the previous recognition accuracy based on ultrasound imaging, the classification accuracy of our approach based on HMI-A is desirable both online (92.4%) and offline (98.83%).

D. Limitations of the HMI-A

Although the real-time performance of HMI-A is superior, there are still some limitations. It is found that the standard deviations for some online metrics are relative large, for instance the SD of MF shown in Fig. 8(c). It is possibly due to the signal similarity of the MF and RF. For some inexperienced subjects such as the S4 in Table I, the MF is frequently confused with RF. But for experienced ones, the confusion between the MF and RF hardly occurs.

As a kind of one-dimensional ultrasound, A-mode ultrasound cannot provide pictorial representation of anatomical structures of the forearm like B-mode ultrasound imaging. Only the muscle information on a predefined direction can be observed by A-mode ultrasound while the contraction can be fully detected by B-mode ultrasound. A slight shift of the A-mode ultrasound transducer will result in a significant variance of the signals, while the B-mode ultrasound will observe the same anatomical section when minor probe shift occurs. In other words, the signal robustness of A-mode ultrasound is comparatively worse than B-mode ultrasound. A potential solution for enhancing classification robustness is to subtly segment preprocessed signals prior to feature extraction, as verified in the experiment.

Compared with EMG signals, there are also some inherent limitations of A-mode ultrasound signals. The EMG signals have relation to subjective movement intentions as the electrical manifestation of neural control commands. However, the echo signals of A-mode ultrasound detect the muscle movements as a morphological reflection of motion intention, which cannot be interpreted in the perspective of neural rehabilitation. From the aspect of signal sources, the sEMG signals are more intuitive. Since the sEMG signals are related to movement intentions and generated with muscle contraction, there are nearly no sEMG signals during rest. According to this phenomenon, it is relatively advantageous for sEMG-based HMI to recognize rest state. But for HMI-A, the rest state is regarded as a motion. The user was asked to keep a consistent gesture during rest, for the sake of a high-level recognition accuracy on the rest motion.
Moreover, the current A-mode ultrasound system is a little bulkier, compared with some wearable sEMG system like the Tringo Wireless (Delsys Inc, USA). To the best of our knowledge, advanced electronic technologies have compressed an ultrasound system into such a small size as a smartphone, for instance the Vscan (General Electric, USA) and the Lumify (Philips Ltd. USA). Therefore, it is believed that ultrasound system can be further miniaturized with the usage of highly-integrated chips. Besides, active transducer could be designed to integrate with signal generator/receiver to further compact the size of an A-mode ultrasound system.

In addition, the power consumption of the current A-mode ultrasound system is nearly 6 W. With a 3000 mAh (12 V, 127 g) battery, it can work for about 6 hours in the continuous signal acquisition mode. To be lightweight and wearable, the power consumption need be further reduced.

Furthermore, to obtain high-quality ultrasound signals, the liquid coupling gel filled between the skin and transducer is needful, which will cause some inconvenience, somewhat but not significantly. From state-of-the-art studies, solid coupling gel has been available [50]. Designing a customized transducer that integrates with the solid gel may improve the usability of HMI-A.

Also, another limitation of HMI-A is that it is sensitive for wrist pronation and supination because of the changes of the relative position between transducers and muscles under the skin. In this condition, the classification accuracy will degrade significantly.

E. Future Work

The following tasks have been targeted in our future work:

a) Transradial amputee subjects will be employed for the offline and online experiments, promoting HMI-A into real-life implementation for prosthetic hand control;

b) Wearable ultrasound system like Vscan (General Electric, USA) will be developed and integrated into the forearm prostheses;

c) Deep learning based on small ultrasound data set, inspired by Shi et al. [51], [52], will be applied for feature learning to pursue better finger motion control;

d) The robustness of the HMI-A under transducer shift, donning and doffing, and wrist rotation will be studied to realize a robust HMI for prosthesis control, sign language recognition, and interaction games, etc;

e) A-mode ultrasound and sEMG will be combined to predict hand gestures and force simultaneously.

### APPENDIX TABLE I
PARAMETERS OF CUSTOMIZED ULTRASOUND TRANSDUCER

<table>
<thead>
<tr>
<th>Backing layer</th>
<th>Material</th>
<th>Mixture of epoxy and tungsten powder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustic impedance</td>
<td>8 MRayl</td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>3-4 mm</td>
<td></td>
</tr>
<tr>
<td>Piezoelectric material</td>
<td>Material</td>
<td>1-3 composite material</td>
</tr>
<tr>
<td>Diameter</td>
<td>6 mm</td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>0.34 mm</td>
<td></td>
</tr>
<tr>
<td>Matching layer</td>
<td>Material</td>
<td>Mixture of epoxy and tungsten powder</td>
</tr>
<tr>
<td>Acoustic impedance</td>
<td>4.5 MRayl</td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>0.12 mm</td>
<td></td>
</tr>
<tr>
<td>Performance parameter</td>
<td>Center frequency</td>
<td>4.9 MHz</td>
</tr>
<tr>
<td>-6dB Bandwidth</td>
<td>56.4%</td>
<td></td>
</tr>
</tbody>
</table>
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