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\textbf{ABSTRACT}  
Nowadays, scheduling problems under different disruptions are a key to become competitive in the global market of this century. Permutation flow shop scheduling problems are very important as they consider one of the important types of scheduling problems. In this paper, we consider a challenging scheduling problem of a permutation flow shop in the presence of different types of real-time events such as new job arrival and machine breakdown. A multi-objective optimisation model that takes into account multiple performance measures in order to minimise the effect of different real-time events is used in this paper. To solve this problem, we apply the proposed multi-objective model and adapt a predictive-reactive based Biased Randomised Iterated Greedy approach for the problem, which is hybridised a Biased Randomisation process and the Iterated Greedy algorithm. Furthermore, the proposed approach is compared against the predictive-reactive based Particle Swarm Optimisation method for the same problem. Additionally, to show the efficiency of the proposed model, we compare this model by testing the predictive-reactive based Biased Randomised Iterated Greedy approach to two other models: the bi-objective model that consider only two objectives and the classical single-objective model of minimising the makespan. Further statistical analysis is performed in this study by using an Analysis of Variance measure. The extensive experiments and statistical analysis demonstrate that the proposed multi-objective model is better than the other models in reducing the relative percentage deviation. Additionally, despite their simplicity, the Biased Randomised Iterated Greedy algorithm is shown to be State-of-the-art method that outperform the Particle Swarm Optimisation algorithm.

\textbf{KEYWORDS}  
Permutation Flow Shop Scheduling; Multi-objective Optimisation Model; Predictive-Reactive Approach; Biased Randomised Iterated Greedy; Particle Swarm Optimisation

1. Introduction

Scheduling problems frequently arise in today’s complex business and industrial environment. A general scheduling problem is defined as a decision-making process that is vital in many industrial and manufacturing services. It aims to assign a set of \( n \)-jobs to a set of \( m \)-machines in a period of time so as to optimise (minimise or max-
imise) one or more objectives [Pinedo, 2016]. The permutation flow-shop scheduling problem (PFSP) is a well-known scheduling problem which is described as a set of \( n \)-independent jobs that has to be executed on a set of \( m \)-independent machines. On each machine, each job has a fixed processing time value \( p_{ij} \geq 0 \). Also, each machine can proceed with at most one job at a time, and job passing is not permitted, i.e. the processing sequence of the jobs is the same for all machines. The classical criterion is to determine a single list for executing the jobs so that a given goal is optimised. The most common objective applied in the literature is the minimisation of the maximum completion time, or makespan. In general, for scheduling problem there is not any procedure that solves the problem in a polynomial time, signifying that the PFSP is an NP-hard problem [Graham, Lawler, Lenstra, and Kan, 1979]. Depending on the scheduling environment, scheduling problems are classified into three categories [Wojakowski and WarZolek, 2014], namely; static, dynamic and stochastic scheduling. In dynamic scheduling, random real-time events may disrupt the scheduling system, which could change the scheduled plan performance. In this case, the revised schedule in the presence of random real-time events is termed as a dynamic schedule. The importance of taking into accounts of disruptions and uncertainties with developing of rescheduling approaches to cope any of disruptions and uncertainties have been mainly identified in the last decade. Vieira, Herrmann, and Lin (2003) reviewed the strategies, policies and approaches of rescheduling. Aytug, A. Lawley, McKay, Mohan, and Uzsoy (2005) categorised scheduling problems under uncertainties for three approaches; Reactive Scheduling, Robust (proactive) scheduling and Predictive-Reactive scheduling. The predictive-reactive approach is the most common approach that used in the literature of scheduling in the presence of uncertainties. Besides the predictive-reactive approach, there is another effective approach, entitled Robust Optimisation introduced by Bertsimas, B. Brown, and Caramanis (2011), to deal with uncertainties in practical production environment. They also highlighted the applications of Robust Optimisation along a wide areas, such as; statistics, finance, learning, and different domains of engineering.

In recent years, there has been more studies considering the solution of scheduling problems in real floor shop. Ruiz and Stützle (2008) present the gap between real life and theoretical flow shop scheduling problems. They also introduced heuristic methods and mathematical models to solve the realistic flow shop problems. A comprehensive survey of dynamic scheduling is given by Ouelhadj and Petrovic (2008), while some modern papers of related research in this category of scheduling problems are given by Sabuncuoglu and Goren (2009) and Suwa and Sandoh (2012). In the literature of manufacturing scheduling, one of the gaps is presented by considering only classical efficiency performance measures for economic performances of the scheduling systems. Examples of these measures are; the maximum flow time, makespan, tardiness, earliness, and so on. In real manufacturing systems, scheduling frequently operated in highly dynamic and uncertain environments where random disruptions may lead to non-optimal performances. Therefore, rescheduling actions will be required to re-optimise the new schedule. The deviation of the current schedule could cause significant impact such as additional costs in the case of storage costs, material handling costs, setup costs, and more. Thus, it is important to minimise additional objectives in scheduling systems to reduce any instability or deviations. There are several attempts to introduce mathematical models that consider more than one measure to preserve the optimisation and stability for dynamic scheduling problems.
Cowling and Johansson (2002) and Cowling, Ouelhadj, and Petrovic (2003) proposed a multi-objective optimisation model that defines utility and stability measures to minimise the deviation between the baseline (predictive) and actual (realised) schedules. More recently, for the flow shop scheduling problem of n-jobs and 2-machines, Rahmani and Heydari (2014) introduced a robust multi-objective optimisation model that takes into account the important performance measures of utility, stability and robustness. This model was applied for the dynamic PFSP in the presence of different types of real-time events (new job arrivals and uncertain processing times). The authors apply an exact method for this model to determine the optimal solution. However, they test the model of small size instances using the GAMS software. The Iterated Greedy algorithm (IG) used for the PFSP in the presence of different types of disruptions and compared against three different heuristic algorithms including; Schedule repair algorithm, Local search one single pass algorithm and Complete local search algorithm (Katragjini, Vallada, and Ruiz, 2013). The authors also applied a bi-objective model considering the minimisation of both of the maximal completion time and the instability measures. Juan, Lourenço, Mateo, Luo, and Castella (2014) applied a discrete teaching-learning-based optimisation to solve the flow shop rescheduling problem with the goal of minimising two objectives: the makespan and the instability performance. They consider the flow shop problem in the presence of five types of disruption simultaneously, which are: machine breakdown, new job arrival, cancellation of jobs, job processing variation and job release variation. A single machine rescheduling problem with unexpected machine unavailability has been investigated by Luo, Luo, Goebel, and Lin (2018). For this rescheduling problem, they used the objective function that minimising the sum of the total weighted completion time and the weighted maximum time deviation. In this problem, the maximum time deviation is considered as part of the objective function and as constraint. To solve this problem, the authors applied an exact algorithm which is pseudo-polynomial time method and a fully polynomial time approximation scheme. A proactivereactive approach has been proposed by Liu, Wang, Y., and Yue (2017) to optimise the robustness and stability in a Pareto optimisation manner, under new job arrival, job availability delay and stochastic machine breakdown.

The following features should be considered for any algorithm to solve the PFSP: simplicity, efficiency, accuracy, flexibility and robustness. A method that has relatively these features is more likely to have the ability of solving large and complex problems. Simplicity avoids complexity in the design and implementation. Also, it averts time consuming fine-tuning processes. Efficiency is concerned about the quality of the generated results and the needed computational time. The accuracy is relevant to quality of the results, flexibility means the capability to handle different combinatorial optimisation problems under various scenarios. Finally, the robustness aims to generate schedules that are able to face real-time events without needing of new schedules. The aforementioned features are important to provide powerful algorithms that could deal efficiently with very complex and large PFSP. Such NP-hard complex and large problems require more attention when they considered under different environments of stochasticity and/or dynamicity. One of the most powerful algorithms for solving the PFSP is the Iterated Greedy algorithm (IG) that was introduced by Jacobs and Brusco (1995). The IG algorithm has improved and applied successfully for the PFSP by Ruiz and Stützle (2007). The authors showed that IG is a constructive method that relatively satisfied the features of simplicity, efficiency, accuracy, flexibility and robustness. Indeed, IG provides outstanding (STATE-of-the-art) results in terms of simplicity, accuracy and speed. Despite its relative simplicity, it is one of the most
efficient algorithms developed so far for the PFSP. Ruiz and Stützle (2007) tested IG against different approaches and the results showed that IG was the best performing approach. The authors showed in their work that IG is simpler and far superior to the hybrid Genetic algorithm proposed by Ruiz, Maroto, and Alcaraz (2006). Also, Pan, Ruiz, and Alfaro-Fernández (2017) used an IG algorithm for the hybrid flow shop scheduling problem in order to minimise the bi-criteria function of the weighted earliness and tardiness objective from the due window. Also, a comparative study between the IG algorithm and nine other competing approaches were given in this work, the IG algorithm shows the best performance against all of the nine approaches. Ruiz, Pan, and Naderi (2019) applied an improved IG algorithm for the distributed permutation flowshop scheduling problem and compared it against five other recent algorithms. While the improved version of IG has maintaining most of its simplicity, it showed superior performance compared to all other presented methods. Arroyo, Leung, and Tavares (2019) proposed the IG algorithm for unrelated parallel batch machines with unequal job release and the objective of minimising the total flow time. The authors adapted three recent metaheuristic algorithms for the proposed problem and compared them with the IG algorithm. The IG algorithm significantly outperforms the other algorithms by a wide margin.

One of the solution methods applied to solve some of Combinatorial Optimisation Problems (COP) is probabilistic or randomised algorithms. They are often applied when there is some uncertainty or local optima involved. This kind of algorithms has been used widely for classes of COP such as: Scheduling Problems (Pinedo 2016) and Vehicle Routing Problems (Laporte 2009). Randomised techniques apply random variates or pseudo-random numbers in the constructive phase of the method. One of the advantage points of these techniques is that, the approach is more likely to generate various outputs for various runs for the same input data. Hence, such approaches have the ability to explore the solution space extensively, which leads to find numerous solutions of local optima. For more details about randomised approaches we referred the reader to Collet and Rennard (2007). In this work, we introduced a new approach based on the hybridisation of IG algorithm with a Biased Randomisation technique, which is the termed as Biased Randomised Iterated Greedy algorithm (BRIG). The Biased Randomised NEH heuristic is used to generate the initial solution for this approach. Moreover, the discretised decreasing triangular probability distribution (Kotz and Van Dorp 2004) is used to generate random variates at the biased randomisation step. The BRIG method has been used successfully for the PFSP with the objective of minimising makespan (Juan et al. 2014), also it has been applied for the Routing Problems with a non-smooth objective function (Juan, Faulin, Ferrer, Lourenço, and Barrios 2013).

The contribution of this paper is as follows: the BRIG based predictive-reactive approach is applied for the dynamic PFSP in the presence of different real-time events including machine breakdown and new job arrivals. To secure the stability and robustness of the problem, a multi-objective optimisation model of three measures of utility, stability and robustness (MSR) (Al-Behadili, Ouelhadj, and Jones 2017) is applied along with the BRIG algorithm. This model is more realistic for the PFSP than only counting the objective of makespan, because in real manufacturing, the current schedule may deviate from its initial plan. In addition, the application of the BRIG based predictive-reactive approach for the PFSP under different disruptions is also tested with other two different models which are; the bi-objective optimisation model of Katragjini et al. (2013) and the single objective makespan model. Thus, the three models are compared to show the impact and efficiency of models. Moreover,
the BRIG based predictive-reactive approach is compared against the Particle Swarm Optimisation (PSO) based predictive-reactive approach (Al-Behadili et al., 2017) for same MSR model and same problem. The remainder of the paper is organised as follows; in section 2 a multi-objective optimisation model for the dynamic PFSP is presented. In section 3, the proposed solution methods are explained. In section 4, the real-time events and their combinations are explained. Section 5 shows experimental results that illustrate the proposed methodology and comparative study. Finally, section 6 describes the conclusions and future work related to this work.

2. A multi-objective optimisation model for robust dynamic PFSP

Scheduling problems are frequently executed in environments where uncertainty, stochastic and dynamic features are high. For this, consequence of a combination of different real-time events occurring will most likely to be a non-optimal performance. In this case, the goal of a robust scheduling approach is to get a sequence such that it keeps the current schedule robust despite the effect of the different real-time events by minimising the difference between the real schedule in real floor and the initial plan schedule (baseline). In this paper, a multi-objective optimisation model proposed by Al-Behadili et al. (2017) is presented. This model is designed for the PFSP of size $n \times m$ (jobs $\times$ machines) in the presence of different real-time events. The model considers very important performance measures including utility, stability, and robustness. The proposed multi-objective optimisation model (MSR) is given as follows:

$$\text{Min} \quad MSR = \alpha U_n(S^*) + \beta I_n(S^*) + \gamma R_n(S^*)$$ (1)

where $\alpha$, $\beta$ and $\gamma$ are the objective weights and $\alpha + \beta + \gamma = 1$, $U_n(S^*)$ is the real makespan, $I_n(S^*)$ is the stability objective and $R_n(S^*)$ is the robustness objective. The first measure, utility, is defined as a classical makespan measure, which is used to indicate the degree of optimisation of the problem. It is required to define two makespans in this model, which are; the real and predictive makespans. To define these makespans, for given processing times $p_{i\pi_j}$ for jobs $j = 1, 2, ..., n$ on machines $i = 1, 2, ..., m$, and a job permutation $\pi = \pi_1, \pi_2, ..., \pi_n$ that sequenced $n$ jobs through $m$ machines using the same permutation, the $C_{ij}$ denotes the completion time of job $\pi_j$ on machine $i$. The calculation of completion time for jobs $j$ on machines $i$ is given as follows:

$$C_{11} = P_{11}$$

$$C_{1j} = C_{1,j-1} + P_{1j}$$

$$C_{i1} = C_{i-1,1} + P_{i1}$$

$$C_{ij} = \max\{C_{i,j-1}, C_{i-1,j}\} + P_{ij} \quad \forall i = 2, ..., m, \quad j = 2, ..., n$$
Where \( P_{ij} = p_{i\pi_j} \). Then the makespan of the PFSP is defined as follows:

\[
\sum_j C_{mj} \leq C_{mn}, \forall \pi \tag{2}
\]

Hence, the first objective is defined as follows:

\[
U_n(S^*) = \sum_{j'} CR_{mj'} \tag{3}
\]

Where \( \sum_j CR_{mj'} \) is the makespan in the real schedule.

\( m \) is total number of machines.

\( n' \) is the number of the jobs sequence that have not been processed yet and the job in progress on the first machine, including the newly arrived job at the disruption time \( t_D \).

\( j' = \{1, 2, ..., n'\} \) the index of \( n' \) jobs.

\( S^* \) refers to the new schedule for the partial subsequence of jobs that have not been processed yet on the first machine at the time of disruption \( t_D \). It should be noted that the \( S^* \) has \( n' \) number of jobs and \( n' \) depends on the disruption type, e.g., if there is new job arrived to the system then \( n' \) will be the number of not processed jobs, the job in process on the first machine and the new arrived job.

The stability measure is defined as the deviation of the completion time of each job in the baseline sequence and the new schedule. The stability performance is defined as follows:

\[
I_n(S^*) = \sum_i \sum_j |CR_{ij'} - CP_{ij'}| \tag{4}
\]

where \( CR_{ij'} \) refers to the real completion time in the real schedule, and \( CP_{ij'} \) represents the predicted completion time of a job \( j' \) on machine \( i \) according to the planned baseline solution.

The third performance measure is robustness, which is defined as the difference of the total completion time between the new schedule and the baseline one and it is given by the following equation:

\[
R_n(S^*) = |\sum_{j'} CR_{mj'} - \sum_{j'} CP_{mj'}| \tag{5}
\]

where \( \sum_{j'} CP_{mj'} \) is the predicted value of makespan according to the planned baseline solution.

To enable a fair comparison between models, the MSR model is normalised as follows:

\[
NMSR = \alpha NU_n(S^*) + \beta NI_n(S^*) + \gamma NR_n(S^*) \tag{6}
\]

Where \( NU_n(S^*) \), \( NI_n(S^*) \) and \( NR_n(S^*) \) are the normalised objectives of makespan,
stability and robustness respectively. The calculation of the first two objectives are given in (Katragjini et al., 2013) while the normalised robustness measure is explained at the end of this section.

The normalised makespan is given by the following equation:

$$NU_n(S^*) = \frac{U_n(S^*) - \text{Min}(U_n)}{\text{Max}(U_n) - \text{Min}(U_n)}$$ (7)

Where $\text{Max}(U_n)$ and $\text{Min}(U_n)$ are the upper and lower bounds respectively for the makespan at the moment of disruption $t_D$. To calculate $\text{Min}(U_n)$ we first define $\pi_{BD}$ and $\pi_{AD}$, where $\pi_{BD}$ is the subsequence of jobs on the first machine at the moment of the disruption $t_D$, such that these jobs have already been executed or are in progress. Similarly, $\pi_{AD}$ denotes the partial sequence of not proceed jobs that can be permuted. Now $\text{Min}(U_n)$ is calculated using the following steps (Katragjini et al., 2013):

1. Determine $\pi_{BD}$ and $\pi_{AD}$.
2. Calculate $U_n(\pi_{AD})$ the makespan of $\pi_{AD}$.
3. Calculate $\sum_{j'=1}^{n'}(P_{mj'})$ The total processing time of all jobs of $\pi_{AD}$ on the last machine.

Then the lower bound of makespan is as follows:

$$\text{Min}(U_n) = U_n(\pi_{AD}) + \sum_{j'=1}^{n'}(P_{mj'})$$ (8)

To calculate $\text{Max}(U_n)$, first we determine $\pi_{AD}$ and $\pi_{BD}$. For every job $j'$'s in $\pi_{BD}$, the job $j'$ starts to be executed only after the previous job is terminated in the sequence. This calculation process is explained in example in figure (1).

From figure (1) job number 3 is the first job in $\pi_{BD}$, and is starts proceeding after the termination of job number 5. Similarly, job number 1 starts after the termination of job number 3.

The normalised Stability is given as follows (Katragjini et al., 2013):

$$NI_n(S^*) = \frac{I_n(S^*) - \text{Min}(I_n)}{\text{Max}(I_n) - \text{Min}(I_n)}$$ (9)

Where $\text{Min}(I_n)$ and $\text{Max}(I_n)$ represent the lower and upper bounds for instability at the moment of disruption $t_D$.

$I_n(S^*)$ represents the instability calculated as the sum of operations whose starting times have been anticipated or delayed in the new schedule $S^*$. Thus, $I_n(S^*) = \sum_{i=1}^{m} \sum_{j=1}^{n} L_{ij}$.

Where:

$$L_{ij} = \begin{cases} 
1 & |q_{ij}^* s - q_{ij} s| > h \\
0 & \text{otherwise}
\end{cases}$$ (10)

In (10), the $q_{ij}^* s$ denotes job $j$'s starting time on machine $i$ after the rescheduling,
Figure 1. (a) The original PFSP; (b) Example of calculating $Max(U_n)$
and \( q_{ij} \) refers to the starting times of the same task before the disturbance.

\( h \) is a parameter to indicate an alteration of an operations starting times up to \( h \) time units such that schedule stability is not affected. By setting its value to 0 we consider the more general situation in which every single change contributes to the instability of the final value.

\( \min(I_n) \) is calculated for operations that have not been moved, thus, \( \min(I_n) = 0, \forall t_D \). On the other hand, \( \max(I_n) \) takes into account all operations starting times as being altered, for this \( \max(I_n) = m \times n \).

The objective \( NR_n(S^*) \) is calculated as follows:

\[
NR_n(S^*) = \frac{R_n(S^*) - \min(R_n)}{\max(R_n) - \min(R_n)}
\] (11)

Where \( R_n(S^*) \) represents the robustness measure after the disruption time \( t_D \), \( \max(R_n) \) is the robustness upper bound and \( \min(R_n) \) is the robustness lower bound. We solve the model (1) three times to obtain these upper and lower bounds. At the first solution we set \( \alpha = 1, \beta = 0, \gamma = 0 \), for the second solution we set \( \alpha = 0, \beta = 1, \gamma = 0 \), and finally for the last solution we set \( \alpha = 0, \beta = 0, \gamma = 1 \). The final results are shown in a 3 × 3 matrix form as follows:

\[
\begin{pmatrix}
U_n & I_n & R_n \\
U_n^* & a_{1,1} a_{1,2} a_{1,3} \\
I_n^* & a_{2,1} a_{2,2} a_{2,3} \\
R_n^* & a_{3,1} a_{3,2} a_{3,3}
\end{pmatrix}
\] (12)

In this matrix, the values \( a_{k,l} \) where \( k = 1, 2, 3 \) and \( l = 1, 2, 3 \) represent the values of the objective function defined in (1) where the weight set \( (\alpha, \beta, \gamma) \) is define as \( (1, 0, 0), (0, 1, 0) \) and \( (0, 0, 1) \), respectively. The values of \( \min(R_n) \) and \( \max(R_n) \) are then calculated as follows:

\[
\min(R_n) = \min\{a_{1,3}, a_{2,3}, a_{3,3}\}
\] (13)

\[
\max(R_n) = \max\{a_{1,3}, a_{2,3}, a_{3,3}\}
\] (14)

3. The proposed Solution method

To evaluate the performance of the MSR model for the dynamic PFSP under different real-time events, we propose a robust predictive-reactive rescheduling based BRIG technique. Figure 2 shows the application procedure of this approach in response to different real-time events. As shown in this figure, the approach starts with generating a predictive solution by using IG algorithm [Katragjini et al., 2013]. All predictive solutions for different Taillard instances are stored as a benchmark, which is available in [http://soa.iti.es/]. At the reactive step of this approach, the BRIG algorithm is applied to cope with the current real-time events. The BRIG algorithm requires an
initial solution to start the procedure, for this, the BR-NEH heuristic is used for this purpose. The BR-NEH and the BRIG are explained in the next two subsections.

![Figure 2. Predictive-Reactive approach](image)

### 3.1. Generating an initial solution

In practice, generating heuristic solution instead of a uniformly random one is usually used to make the convergence of heuristic algorithms faster. However, the NEH heuristic (Nawaz, Enscore, and Ham, 1983) is commonly used to generate initial solutions for most algorithms designed to solve the PFSP. For this, the improve version of the NEH algorithm which is BR-NEH (Juan et al., 2014) is employed to obtain an initial solution for the BRIG algorithm in this paper. The BR-NEH algorithm is a combination of the classical NEH heuristic and the biased randomisation. The NEH heuristic is an iterative method that employs a sequence of jobs arranged by their total completion processing time on all the machines to construct a solution for the PFSP. It can be described by the following steps (Nawaz et al., 1983):

1. For each job $j$, compute the $S_j$ of its processing times on all machines as follows:

   $$ S_j = \sum p_{i\pi_j}, \text{ for } j = 1, ..., n $$

2. Sort all jobs in descending order of $S_j$ to form the sequence of jobs $\pi_1, ..., \pi_n$. 
(3) Order the first two jobs \( \pi_1, \pi_2 \) in order to minimise the makespan of these two jobs.

(4) For each of the remaining jobs \( \pi_3, \ldots, \pi_n \), successively: Insert the next job into the sequence and select the permutation that results minimum partial makespan among all possible insertion positions.

The biased randomisation assigns a different probability to each selected job from the sequence \( \pi_d \). The BR-NEH algorithm arrange the jobs of \( \pi_d \) in descending order using their total completion time. Thus, the job with higher probability will be selected first and inserted into the list of the remaining jobs \( \pi_R \). At this stage, the list with minimum partial makespan is selected, the procedure will continue until \( \pi_d = \emptyset \). The discretised decreasing triangular distribution is used during the NEH construction phase to assign linearly diminishing probabilities for all jobs. The concept of biased randomisation versus the uniform one is shown in figure 3, and it is explained in detail by [Juan et al. (2013)](#). Algorithm 1 shows the main steps of BR-NEH algorithm to generate an initial solution for the BRIG algorithm.

![Figure 3. Biased randomness vs uniform](image)

### 3.2. Hybridising IG with Biased Randomisation

This work proposed the BRIG algorithm that hybridises the IG algorithm with biased randomisation. To construct an initial solution in BRIG, we use the BR-NEH heuristic, which explained in the previous subsection. The next step is applying the hybrid BRIG algorithm, which combines biased randomisation with the IG algorithm. The application of IG algorithm for the PFSP has been proposed by [Ruiz and Stützle (2007)](#). This method has been used successfully for many types of scheduling problems since then. The main feature of the IG algorithm is its simplicity where it has very few parameters. Also, the IG algorithm has shown the best performance for different flow shop scheduling problems with different objectives. The IG algorithm has two main phases; in the first phase, \( d \) jobs are selected randomly from the set of all jobs, in this case we suppose \( \pi_d \) is the set of \( d \) jobs that are selected randomly from the list of all jobs, and \( \pi_R \) the set of the remaining jobs. In the second phase, each job from \( \pi_d \) is
Algorithm 1 BR-NEH algorithm

1: \( \pi' = \text{Sort\_Jobs\_Using\_NEH\_Criterion} \)
2: \( \text{Sol}(\pi') = \text{NEH\_Algorithm}(\pi') \) // NEH solution
3: \( \text{BaseSol} = \text{Sol}(\pi') \)
4: \( \text{Iter}_n = 0 \) // Number of Iterations
5: while \( C(\text{BaseSol} \geq C(\text{Sol}(\pi'))) \) and \( \text{Iter}_n < n \) do
6: \( \text{Iter}_n = \text{Iter}_n + 1 \)
7: \( \pi'' = \text{Biased\_Randomisation}(\pi', \text{Triangular}) \)
8: \( \text{New\_Sol}(\pi'') = \text{NEH\_Algorithm}(\pi'') \)
9: if \( C(\text{New\_Sol}(\pi'')) < C(\text{BaseSol}) \) then
10: \( \text{BaseSol} = \text{New\_Sol}(\pi'') \)
11: end if
12: end while
13: return \( \text{BaseSol} \)
14: end

reinserted into \( \pi_R \) and the sequence corresponding to the minimum partial makespan is chosen, this process continues until \( \pi_d = \phi \). In this paper, the IG algorithm is transformed from a deterministic version into a probabilistic method by inducing biased randomness to perturbation behaviour [Juan et al., 2014]. The idea of biased randomness is to pick out jobs from the list \( \pi_d \) depending on their probability. Thus, to select a candidate job to be inserted from the list \( \pi_d \), the biased randomness assigns a different probability for each job in the list, then the job corresponding to higher probability is more likely to be inserted into \( \pi_R \) first. This probability is obtained by using a skewed probability distribution, specifically the discretised decreasing triangular distribution as it applied for the BR-NEH algorithm, where jobs with higher probability are more likely to be inserted to the permutation list \( \pi_R \) than the jobs with lower probability. The discretised decreasing triangular distribution is preferred for its practicality where it provides good results and also it does not have relatively straight forward parameters to set. The asymmetric discretised decreasing triangular distribution can be generally defended as follows [Salomon, Purshouse, Giaghiozis, and Fleming, 2016]:

\[
f(x) = \begin{cases} 
\frac{2(h-x)}{h^2} & x = 0, 1, ..., h \\
0 & \text{else} 
\end{cases}
\]

(15)

IG has one more optional step of applying a local search technique at the construction phase to improve the generated solutions. This local search step is based on the insertion neighborhood technique, which is efficient and common local search procedure for the PFSP [Ruiz and Stützle, 2007]. For a permutation of jobs \( \pi \), the insertion neighborhood is determined by taking in account all possible orders of pairs \( r, s \in \{1, 2, ..., n\} \) of \( \pi, r \neq s \) where the job at location \( r \) is removed and reinserted into locations \( s \). Thus, the new list of jobs will be as follows: \( \pi' = (\pi(1), ..., \pi(r-1), \pi(r+1), ..., \pi(s), \pi(r), \pi(s+1), ..., \pi(n)) \) if \( r < s \), or \( \pi' = (\pi(1), ..., \pi(s-1), \pi(r), \pi(s), ..., \pi(r-1), \pi(r+1), ..., \pi(n)) \) if \( r > s \). The sequence of insertion moves \( I \) is determined as \( \{(r, s) : r \neq s, 1 \leq r \leq s \leq n \wedge r \neq s-1, 1 \leq s \leq n, 2 \leq s \leq n\} \), also the insertion neighborhood of sequence \( \pi \) is defined as \( V(I, \pi) = \{\pi_v : v \in I\} \). The optional local search phase is detailed in Algorithm 2 where \( C(\pi) \) is the total completion time for the sequence of jobs \( \pi \).
Algorithm 2 Iterative improvement of neighborhood Local search [Ruiz and Stützle, 2007]

1: improve := true;
2: while (improve = true) do
3:   improve := false;
4:   if i:=1 to n then
5:     remove a job s at random from π (without repetition)
6:     π' := best permutation obtained by inserting s in any possible positions of π;
7:     if C(π') ≤ C(π) then
8:       π = π'
9:       improve := true;
10:   end if
11: end if
12: end while
13: return π
14: end

The next step is to decide whether to keep the incumbent solution or replace it with the new one, and to do this, we use an acceptance criterion based on the constant temperature Simulated Annealing-like criterion (Osman and Potts, 1989), which is basically calculates a constant temperature as follows:

\[
Temperature = T \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} p \pi_{ij}}{m \times n \times 10}
\]  

where \( T \) is a further value to calibrate. The final proposed BRIG method is given in Algorithm 3.

Algorithm 3 BRIG Algorithm

1: Generate initial solution π′;
2: Apply Local search to π′, and put modified solution into πs;
3: repeat
4:   πd = Destruction(πs)  
5:   πc = Construction(πd)  // apply Biased Randomisation
6:   πL = LocalSearch(πc)
7:   πf = AcceptanceCriterion(πs, πL)
8: Until termination condition met
9: end

4. Real-time events

This paper considers the case where there are two different types of real-time events that interrupt the initial predictive schedule. These events are machine breakdowns and arrivals of new job. For every baseline BL generated in the initial predictive phase,
Katragjini et al. (2013) simulate baseline of shop floor execution by generating different real-time events randomly at time $t$ where $0 \leq t \leq C(BL)$ and $C(BL)$ represents the makespan of the predictive baseline $BL$. They generates different real-time events till the end of the baseline time horizon and not of the revised schedule for two reasons; the first reason is that new jobs arrive continuously into the schedule sequence, which could delay the completion time of the revised schedule and hence the process of real-time events generation would be unending if halted at the completion of each revised schedule. The second reason is that they aim to generate a confined benchmark of real-time events and ensure reproducibility of the results when comparing different rescheduling techniques. Since the revised schedule clearly depends on the algorithm providing the best solution, the real-time events generated after the completion time of the baseline are strongly related to the shop floor status determined by this algorithm and hence they cannot ensure the reproducibility of the results, similarly to a simulation process. The authors try to avoid lengthy and difficult to reproduce simulation processes. Moreover, unless the new job arrival rate is set to a very high level, as time goes by the number of jobs to be scheduled decreases and the problems resolved at every rescheduling point tend to become trivial.

4.1. Machine breakdown

It is assumed the breakdown time and interval are not known a priory. Then the schedule real-time event is simulated generating random machine breakdowns at time $t$ where $0 \leq t \leq C(BL)$. The failure time duration is detected directly after this disruption occurs, where the failure times are generated by applying a uniform distribution in the range $U[1, 99]$. A job that is preceded due to a machine breakdown resumes its processing from the point at which the event occurred.

4.2. Arrival of New jobs

The scenario of a dynamic problem is considered by generating arrivals of new jobs randomly in the scheduling system. In other words, there is a probability of generating one new job arrival at every point $t$ where $0 \leq t \leq C(BL)$. All jobs are characterised by the arrival time, which is the time they enter the system, the ready times that identify the time at which they can be released to the shop floor, and the processing times of operations on all shop floor machines. The distribution of the processing times for the new jobs is fixed to $U[1, 99]$ following Taillard’s processing times generation.

4.3. Combination between real-time events

It may have a machine breakdown and a new job arrival simultaneously during the time horizon. At the beginning of every real-time events, reactive actions are used to cope the real-time events and to preserve a balance between schedule performance, stability and robustness. All the real-time events are saved as a rescheduling events benchmark, which can be found on ⟨http://soa.iti.es⟩. It should notice that there does not exist any similar benchmark of real-time events in the literature, even for a single type of real-time event.
5. Computational results

5.1. Experimental design

The algorithms described in this paper are implemented in Java using the eclipse platform. The numerical experiments were carried out on a computer with CPU of Intel Core i5 3.2 GHz, RAM: 6 Gb. In this section we present the results of numerical experiments designed for the PFSP in the presence of different real-time events including; machines breakdowns and new jobs arrival. The aim of this section can be explained as follows:

1. We assess the efficiency of the presented MSR model for this problem by comparing this model against two other models, which are; the bi-objective model (bi - obj) that consider the makespan and instability objectives (Katragjini et al., 2013), and the single objective makespan model (Utility). All models have been applied for the PFSP under different real-time events using the predictive-reactive based BRIG approach.

2. To show the efficiency of the BRIG algorithm, we compare the predictive-reactive based BRIG approach against the predictive-reactive based PSO approach. Both approaches are applied for the PFSP under different real-time events using the MSR model.

In order to reach these aims, we conduct a set of comprehensive numerical and statistical experiments for the benchmark set given by Katragjini et al. (2013). This benchmark set is based on 120 Taillard’s instances (Taillard, 1993) where these instances are grouped into 12 sets of 10 problems, covering instance sizes (jobs and machine numbers) ranging from $20 \times 5$ to $500 \times 20$ ($jobs \times machines$). For each tested instance, five independent replications were run and the average is calculated for more reliable results. In this work, we apply the practical weight sensitivity technique given by Jones (2011) to test the versatility of the multi-objective MSR model in producing differing Pareto efficient solutions with respect to the three objectives. The Jones algorithm (Jones, 2011) produced thirteen distinct ($\alpha, \beta, \gamma$) weight sets, each representing different levels of relative importance of the objectives in the MSR model. The parameters used in this algorithm are as follows: $TMax = 1$ which is defined to control the number of weights to be varied simultaneously in the the practical weight sensitivity method. Also, $MaxLevel = 2$, this parameter is used to control the maximum number of bi-sections of the line of direction between the initial estimate and maximum level. Finally, a sequential weight starting solution is set to be one. The unity weights are applied to obtain the normalised model (6) as detailed in section 2. These three weights are: (0.999, 0.001, 0.001), (0.001, 0.999, 0.001), (0.001, 0.001, 0.999). While the sets of remaining ten different weights are using to test this experiment. These weights are given in Table (1):
Table 1. The weights values

<table>
<thead>
<tr>
<th>Solution</th>
<th>α</th>
<th>β</th>
<th>γ</th>
</tr>
</thead>
<tbody>
<tr>
<td>W₁</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>W₂</td>
<td>0.666</td>
<td>0.166</td>
<td>0.166</td>
</tr>
<tr>
<td>W₃</td>
<td>0.498</td>
<td>0.498</td>
<td>0.002</td>
</tr>
<tr>
<td>W₄</td>
<td>0.416</td>
<td>0.416</td>
<td>0.166</td>
</tr>
<tr>
<td>W₅</td>
<td>0.166</td>
<td>0.666</td>
<td>0.166</td>
</tr>
<tr>
<td>W₆</td>
<td>0.002</td>
<td>0.498</td>
<td>0.498</td>
</tr>
<tr>
<td>W₇</td>
<td>0.166</td>
<td>0.416</td>
<td>0.416</td>
</tr>
<tr>
<td>W₈</td>
<td>0.166</td>
<td>0.166</td>
<td>0.666</td>
</tr>
<tr>
<td>W₉</td>
<td>0.498</td>
<td>0.002</td>
<td>0.498</td>
</tr>
<tr>
<td>W₁₀</td>
<td>0.416</td>
<td>0.166</td>
<td>0.416</td>
</tr>
</tbody>
</table>

The MSR model is compared against the bi–obj model [Katragjini et al., 2013] and the Utility model. This comparison is used to show the efficiency of the MSR model in providing better quality solution. All models are solved for the same aforementioned benchmark using the predictive-reactive based BRIG. For the bi–obj model, the only the first α element of weights sets W₁ to W₁₀ are used to evaluate this model. These elements are listed as follows:

\[ \alpha = 0.333, 0.666, 0.499, 0.416, 0.166, 0.002, 0.166, 0.166, 0.499, 0.416 \]

We first compare the MSR and bi-obj models for 10 different weights that given in Table 1. Then the weight corresponding to lower RPD values will be selected to compare with the solution obtained by the Utility model. It should be noted that for the BRIG algorithm, the the parameter T in equation (15) is given the value 0.5 [Ruiz and Stützle, 2007]. Once the best solution is found, the average relative percentage deviation (RPD) is calculated over 10 of Taillard problems of the same size (n × m) and is given as follows:

\[ \text{RPD} = \frac{M - \text{Best Sol}}{\text{Best Sol}} \times 100 \]  \hspace{1cm} (17)

Where the value M represents the acquired solution using the proposed model and solution methods. Best_Sol is the average of lower bound solution of 10’s Taillard’s instances that have the same number of jobs and machines. Table 2 illustrates the RPD for each instance corresponding to the weight set (α, β, γ). In this Table, the solution obtained from using the MSR model is represented as MSR. Similarly, the solution obtained from the bi–obj model is termed as bi–obj. From Table 2, it can be seen that the objective functions components are sensitive to different weight sets. For example, for the solution corresponding to the weight W₈, the RPD increases in the bi-objective model, while it decreases in the MSR model.
Table 2. RPD for MSR and bi−obj models

<table>
<thead>
<tr>
<th>Ta</th>
<th>MSR</th>
<th>20 × 5</th>
<th>20 × 10</th>
<th>20 × 20</th>
<th>50 × 5</th>
<th>50 × 10</th>
<th>50 × 20</th>
<th>100 × 5</th>
<th>100 × 10</th>
<th>200 × 10</th>
<th>500 × 20</th>
<th>Average</th>
</tr>
</thead>
</table>

The results of the numerical experiments revealed that the RPDs corresponding to the model MSR and the weight set W8 have lower values than the other RPDs corresponding to other weight sets. In addition, higher weight for a robust term of the MSR model leads to less values of RPD, which produce better solution. Figure 4, shows the RPD values for all models (MSR, bi−obj and Utility models) with the weight W8 where P1, ..., P12 represent the problems of sizes 20 × 5, ..., 500 × 20, respectively. From this figure, it is obvious that the solution corresponding to the MSR model shows lower values of RPD in comparing with other solutions.

Figure 4. RPD for MSR, bi−obj and Utility models with weight W8

The results are statistically tested by the single factor mean of ANOVA (Analysis of Variance). This statistical procedure used to describe the impact of the proposed models on the dependent variable RPD. For our analysis with the three models the null hypotheses and its alternative are then as follows:

- H0: all means are same.
- HA: at least one mean is different.

The p-values and the F-ratios are shown in Table 3. It is clear that p ≤ 0.05, this means there is a statistical significant difference in RPD between the factors of models at confidence level of 95%.
### Table 3. Analysis of Variance.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Count</th>
<th>Sum</th>
<th>Average</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSR</td>
<td>12</td>
<td>144.622</td>
<td>12.052</td>
<td>6.887</td>
</tr>
<tr>
<td>bi − obj</td>
<td>12</td>
<td>149.400</td>
<td>12.450</td>
<td>7.898</td>
</tr>
<tr>
<td>Utility</td>
<td>12</td>
<td>179.195</td>
<td>14.933</td>
<td>8.409</td>
</tr>
</tbody>
</table>

### ANOVA

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p-value</th>
<th>F crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>58.494</td>
<td>2</td>
<td>29.247</td>
<td>3.783</td>
<td>0.033</td>
<td>2.471</td>
</tr>
<tr>
<td>Within Groups</td>
<td>255.139</td>
<td>33</td>
<td>7.731</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>391.401</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Because the $F$-test in ANOVA allows the test to accept or reject the null hypothesis only, but it does not assign which one of the groups has different mean values, the Tukey confidence 95% intervals are applied to assign the group that is statistically significant difference in the mean of $RPD$ values. Figure (5) show that model (1) is significantly different comparing with the $Utility$ model, while there is no significance difference between the $bi − obj$ and the $Utility$ Models.

![Figure 5. 95% Tukey confidence intervals for all models](image)

#### 5.2. Comparison between BRIG and PSO algorithms

The PSO algorithm is applied for the dynamic PFSP in the presence of machines breakdowns and new jobs arrivals in [Al-Behadili et al., 2017](#). The authors introduced the MSR model (1) and used a predictive-reactive based PSO approach. In this subsection, our proposed BRIG heuristic algorithm is compared against the PSO meta-heuristic algorithm for the same benchmark of the PFSP in the presence of different
real-time events, where the proposed MSR model is used for this comparative study with the weight $W_8 = (0.166, 0.166, 0.666)$. As well, a predictive-reactive approach is applied. To make fair comparison, we run both algorithms for the approximately same maximum number of iterations $Iter = 3 \times n$, where $n$ is the number of jobs for the Taillard problem of size $n \times m$. In this experiment, each algorithm were performed five runs independently. For both methods, the average of each instance solutions values is calculated. Figure 6 records the average $RPD$ values obtained by using the BRIG and PSO algorithms. From this figure, it is clear that the $RPD$ corresponding to BRIG is lower than the $RPD$ for PSO algorithm.

![Figure 6. $RPD$ for BRIG and PSO algorithms](image)

On the other hand, figure 7 clarifies the significant difference between the PSO and BRIG algorithms. This figure shows there is a significance difference between these algorithms.
Finally, Table 4 indicates that the computational time required by BRIG is less than the time required by the PSO algorithm.

**Table 4.** Computational time of BRIG and PSO algorithms in seconds.

<table>
<thead>
<tr>
<th>Problem</th>
<th>BRIG(S.)</th>
<th>PSO(S.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 × 5</td>
<td>0.0025</td>
<td>0.0446</td>
</tr>
<tr>
<td>20 × 10</td>
<td>0.005</td>
<td>0.0411</td>
</tr>
<tr>
<td>20 × 20</td>
<td>0.0074</td>
<td>0.1056</td>
</tr>
<tr>
<td>50 × 5</td>
<td>0.0188</td>
<td>0.2706</td>
</tr>
<tr>
<td>50 × 10</td>
<td>0.0302</td>
<td>0.3644</td>
</tr>
<tr>
<td>50 × 20</td>
<td>0.0579</td>
<td>0.4888</td>
</tr>
<tr>
<td>100 × 5</td>
<td>0.1053</td>
<td>1.3500</td>
</tr>
<tr>
<td>100 × 10</td>
<td>0.2989</td>
<td>1.9237</td>
</tr>
<tr>
<td>100 × 20</td>
<td>0.4939</td>
<td>2.1264</td>
</tr>
<tr>
<td>200 × 10</td>
<td>3.7169</td>
<td>10.7286</td>
</tr>
<tr>
<td>200 × 20</td>
<td>8.1249</td>
<td>16.051</td>
</tr>
<tr>
<td>500 × 20</td>
<td>177.6876</td>
<td>292.2008</td>
</tr>
</tbody>
</table>

In this table, the computational time is calculated from the average of five independent runs in seconds. Thus, the BRIG algorithm outperforms the PSO algorithm as in obtains better results in less computational time.
6. Conclusion

This paper has discussed the dynamic PFSP in the presence of different types of real-time events, in this problem, the different real-time events are new jobs arrival and machine breakdowns. A multi-objective model that aims to minimise the makespan, stability and robustness simultaneously is proposed for this problem. Also, we introduced a solution method based on a predictive-reactive approach that uses the probabilistic BRIG algorithm in the reactive stage. The proposed BRIG algorithm hybridises the IG algorithm with the biased randomisation technique and use the local search technique implicitly, so that the algorithm explores a greater portion of the solution space. This approach provides the ability of generating and rating a huge number of local optima during a short amount of computational time. A number of numerical experiments have been carried out to test the performance of the introduced multi-objective model and the BRIG algorithm. The results show that the proposed model (1) outperforms the bi-objective models given in (Katragjini et al., 2013) and the single objective model of makespan. This emphasises the importance of stability and robustness measures where these measures provide better robust and stable solutions. Moreover, the BRIG algorithm has been tested versus PSO algorithm that has been already applied for the dynamic PFSP in the presence of machine breakdown and new job arrival (Al-Behadili et al., 2017). This comparative study shows that the BRIG algorithm outperforms the PSO algorithm, also the computational time used by the BRIG algorithm to reach good quality solution is much less than the time consumed by the PSO algorithm. This shows the fast convergence of the BRIG comparing with the well-known evolutionary PSO algorithm. In respect to this paper, there are some main limitations, which can be described as follows: First, the application of the predictive-reactive approach with the BRIG algorithm to the dynamic PFSP in the presence of different two types of real-time events is studied. For this, research work is required to find out potential applications of the BRIG to other dynamic scheduling problems in the presence of different real-time events. Secondly, in the numerical experiments, we have used a multi-objective optimisation model and tested different weights to determine a fair solution from this model. However, for future work, more research in the field of multi-objective and goal programming are required for robust optimisation scheduling problems. Another future study is to test the competitiveness of the proposed approach against other state-of-the-art multi objective algorithms in the literature such as NSGA-III (Jain and Deb, 2014) and MOEA/D (Li and Zhang, 2009). Another direction is considering the PFSP in the presence of different types of real-time events including stochastic processing times and proposed different approaches to solve this stochastic problem. Other relevant extension of this research is to extend the application of the BRIG to solve other scheduling problems in the presence of different types of real-time events, e.g. the scheduling problem of job shop or fixable flow shop scheduling problems.
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