The clustering of the SDSS-IV extended Baryon Oscillation Spectroscopic Survey DR14 quasar sample: measuring the evolution of the growth rate using redshift-space distortions between redshift 0.8 and 2.2
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ABSTRACT

We measure the growth rate and its evolution using the anisotropic clustering of the extended Baryon Oscillation Spectroscopic Survey (eBOSS) Data Release 14 (DR14) quasar sample, which includes 148659 quasars covering the wide redshift range of 0.8 < z < 2.2 and a sky area of 2112.90 deg². To optimize measurements we deploy a redshift-dependent weighting scheme, which allows us to avoid binning and perform the data analysis consistently including the redshift evolution across the sample. We perform the analysis in Fourier space, and use the redshift evolving power spectrum multipoles to measure the redshift-space distortion parameter $f\sigma_8$ and parameters controlling the anisotropic projection of the cosmological perturbations. We measure $f\sigma_8(z=1.52) = 0.43 \pm 0.05$ and $df\sigma_8/dz(z=1.52) = -0.16 \pm 0.08$, consistent with the expectation for a lambda cold dark matter cosmology as constrained by the Planck experiment.
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1 INTRODUCTION

The positions of galaxies signpost peaks in the density field, and consequently measuring their clustering provides a wealth of cosmological information. Two components of the clustering are particularly important: baryon acoustic oscillations (BAO) act as a robust standard ruler, allowing geometrical measurements from measurements of their projected sizes, while redshift-space distortions (RSD) change the clustering amplitude in a way that is anisotropic around the line of sight. The strength of the RSD signal depends on the rate of structure growth at the redshifts of the galaxies, and therefore allows tests of general relativity on extremely large scales. The combination of these measurements is able to distinguish
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between competing models of dark energy, the phenomenon driving the accelerated expansion of the Universe.

Dark energy starts to dominate the Universe at a redshift $z \sim 0.7$ and, in order to understand the physics behind this in detail, we desire BAO and RSD measurements covering a wide range of redshifts. In particular, measurements at redshifts significantly greater than 0.7 allow us to measure the amplitude of fluctuations before dark energy dominates, normalizing measurements of acceleration at lower redshifts. The extended Baryon Oscillation Spectroscopic Survey (eBOSS; Dawson et al. 2016), part of the SDSS-IV experiment (Blanton et al. 2017), was designed with this specific goal in mind (Zhao et al. 2016), with the dominant target for observations being quasars between the redshifts of $0.8 < z < 2.2$, at a relatively low density of $82.6/\text{deg}^2$.

We expect significant evolution in such a sample with redshift; for example, the bias of these quasars is expected to evolve as $b(z) \simeq 0.28[(1+z)^2 - 6.6] + 2.4$ (Croom et al. 2004; Laurent et al. 2017), thus ranging from 1.6 to 3.4 across the survey. Consequently, when analysing data we need to be careful to allow for this evolution, both when optimizing any kind of analysis as well as to make sure the measurements are unbiased. The method of ‘redshift weights’ does this by constructing sets of weights applied to all of the data, before calculating clustering statistics (such as the power spectrum multipoles). The weights are designed to allow the optimal measurement of evolving cosmological parameters. The cosmological parameters could be, for example, the coefficients of a Taylor expansion of the growth rate with redshift.

Zhu, Padmanabhan & White (2015), Ruggeri et al. (2017b), and Mueller, Percival & Ruggeri (2017) calculated and analysed weights optimized to measure the distance–redshift relation from BAO, the growth rate from RSD, and primordial non-Gaussianity from the large-scale bias, respectively. Recently, these ideas were applied to mock catalogues for BAO (Zhu et al. 2016) and RSD (Ruggeri et al. 2017a), demonstrating their potential. The technique is now ready to be applied to data, and the characteristics of the eBOSS quasar sample make it the ideal choice for such analysis. In a companion paper, Zhu et al. (2018), a similar technique is applied to measure the BAO, whereas we instead focus here on RSD measurements. In Zhao et al. (2018) and Wang et al. (2018), a different methodology is used to measure the evolving RSD and BAO signals: standard measurements are made as if for a narrow redshift interval, but instead for weighted distributions of the quasars. A cosmological model can be tested using the supplied sets of weights to determine the effective RSD and BAO in the model given that kernel, and comparing to the corresponding measurements.

In our paper, we apply the method presented in Ruggeri et al. (2017a), and consider two sets of weights designed to test for deviations from the lambda cold dark matter ($\Lambda$CDM) model, by altering $\Omega_m(z)$ or $\sigma_8(z)$. The first choice can change both growth and geometry, unless we explicitly fix one of these, while the second only tests the cosmological growth rate. We also consider a traditional analysis, where we only apply weights matching those of Feldman, Kaiser & Peacock (1994). This corresponds to a limit of the redshift-weighting approach as the redshift weights tend towards the FKP form in the limit where the error associated with a cosmological parameter does not vary with redshift. Our paper is laid out as follows: in Section 2 we briefly review the eBOSS data. Section 3 provides an overview of the method, focussing on the eBOSS specific aspects. The results are presented in Section 5, and discussed in Section 6.

2 THE EBOSS DR14 DATA SET

The eBOSS survey (Dawson et al. 2016; Zhao et al. 2016) will provide a redshift survey covering the largest volume to date at a density where it can provide useful cosmological measurements. Full survey details can be found in Dawson et al. (2016); observations will ultimately include 250 000 luminous red galaxies (LRGs), 195 000 emission-line galaxies (ELGs), and over 500 000 quasars. The main goal is to make BAO distance measurements at 1–2 per cent accuracy (Zhao et al. 2016). Using the same samples the goal for the RSD analysis is to constrain $f\sigma_8$ at 2.5 per cent, 3.3 per cent, and 2.8 per cent accuracy for LRGs, ELGs, and quasars, respectively. For the current analysis we use the quasar catalogues from the eBOSS DR14 (Pâris et al. 2017) data set. The target selection algorithm is presented in Myers et al. (2015); quasars were selected from the combination of SDSS imaging data (Aihara et al. 2011) and that from the WISE satellite (Wright et al. 2010). The SDSS imaging data were taken using the Sloan telescope (Gunn 1998; Gunn et al. 2006), and spectra were taken using the BOSS spectrographs (Smee et al. 2013). Redshifts were measured using the standard BOSS pipeline (Bolton et al. 2012), coupled with various updates and visual inspection of a subset as outlined in Pâris et al. (2017), which describes the DR14Q quasar catalogue.

The quasar sample covers a wide redshift range, $0.8 < z < 2.2$, with a low density, $82.6/\text{deg}^2$, compared with other targets, and is designed to ultimately cover a total area of 7500 deg$^2$. In this paper we use the intermediate data sample referred to as DR14 (Pâris et al. 2017). This sample contains 98 577 quasars covering the wide redshift range of $0.8 < z < 2.2$ and a sky area of 1001.25 deg$^2$. Early measurements of the bias of this sample are presented in Laurent et al. (2017), showing excellent agreement with those measured from earlier catalogues (Croom et al. 2004). In this work we use the fiducial redshift estimates, obtained as a combination of the three different estimates ($c_M(z), z_{PCA}, z_{PL}$), presented in Pâris et al. (2017) and we show the constraints obtained when measuring the full NGC + SGC samples. The comparison between the results from different redshift estimates and the discussion for the analysis on NGC (SGC) only is presented in Zarrouk et al. (2018) and Gil-Marín et al. (2018).

We apply a number of weights in order to correct for various features of the data. First, we apply a set of systematics weights designed to correct for trends observed in the target catalogue, where the density of targets varies with observational parameters. These weights are presented in Zarrouk et al. (2018) and our treatment is consistent with this. We upweight the nearest neighbour to correct for close-pairs. Redshift failures are corrected by downweighting the random catalogue used to define the survey mask, as a function of the plate position, which alters the expected signal-to-noise ratio (Zarrouk et al. 2018). In addition, we apply redshift-dependent weights optimized to measure the value and derivative of a cosmological parameter [chosen to be $\Omega_m(z)$ or $\sigma_8(z)$] beyond a fiducial $\Lambda$CDM model, around a pivot redshift. The design of these weights considers the information available and the dependence on the cosmological parameter of interest. For the eBOSS quasar data, it is not useful to probe beyond the first derivative of the parameters around a pivot redshift because of the limited constraining power of the data set. The derivation of the weights was presented in Ruggeri et al. (2017a).

In the following sections we briefly review the key points of the analysis.
3 MODELLING THE DATA

We contrast three methods:

(i) A traditional analysis, fitting with one set of weights, matching those introduced by Feldman et al. (1994), commonly known as FKP weights.

(ii) Redshift-weighted, with two sets of weights optimized to measure $\Omega_m(z)$; we refer to this method also as $w_{\Omega_m}$.

(iii) Redshift-weighted, with two sets of weights optimized to measure $f_{\sigma_8}(z)$; we refer to this method also as $w_{f\sigma_8}$.

We perform fits either allowing the anisotropic geometrical projection parameters (also known as the AP parameters (Alcock & Paczynski 1979)), $\alpha_\parallel$ and $\alpha_\perp$ to be simultaneously fitted, or keeping them fixed at their fiducial value.

We derive and fit models for all three of these methods using the same procedure, as described in Ruggeri et al. (2017a). Briefly, we calculate the TNS model (Taruya, Nishimichi & Saito 2010) for each model to be tested at a discrete series of redshifts and apply the redshift weights to give models of the redshift-space moments.

In order to account for the coupling between redshift evolution in the cosmological parameters and the survey geometry on the power spectra moments we discretize the window convolution, creating sub-windows at redshifts 0.87, 1.01, 1.15, 1.29, 1.43, 1.57, 1.71, 1.85, 1.99, 2.13, following the procedure described in Ruggeri et al. (2017b).

The TNS model includes corrections from the non-linear coupling between the density and velocity fields, it requires us to calculate the non-linear matter power spectra, $P_{\delta\delta}$, $P_{\delta b}$, $P_{bb}$, which we do at one-loop order in standard perturbation theory (SPT) using the linear power spectrum output from CAMB (Lewis & Brücke 2002). We refer to Ruggeri et al. (2017a) for a larger description of the TNS model.

Quasar bias is modelled including non-local contributions (Baldauf et al. 2012; Chan, Scoccimarro & Sheth 2012), with parameters corresponding to the linear $b$, second-order local $b_2$, non local $b_2^n$, and the third-order non-local $b_{2\delta}$ bias parameters. We make the approximations $b_{2\delta} = -4(b - 1)/7$ and $b_{2\delta} = 32(b - 1)/315$ following Baldauf et al. (2012) and Saito et al. (2014), respectively; we fit only a local bias model as the quasar data do not contain enough small-scale information to fit for non-local bias parameters. We assume $b_2$ linearly evolves with redshift, and that $b_{2\delta}$ does not vary with redshift. In fact we know that the bias evolves strongly with redshift (Croom et al. 2004; Laurent et al. 2017) but, given that we wish to constrain cosmological evolution across the sample, this should be simultaneously fitted with the cosmological measurements to avoid double-counting information. We perform a linear fit to match the linear cosmological measurements as a Taylor expansion with respect to the value of $b\sigma_8$ at the pivot redshift, $b\sigma_8(z) = b\sigma_8(z_p) + \Delta b\sigma_8/\partial z|_{z_p}(z - z_p)$. (1)

With $b\sigma_8(z_p)$ and $\Delta b\sigma_8/\partial z|_{z_p}$ free parameters. We also fit for a constant shot noise term $S$.

The traditional analysis, method (i), makes measurements at a single effective epoch ($z_p = 1.52$), using only FKP weights, so we have a single-weighted monopole moment, and a single-weighted quadrupole moment to be fitted with five free parameters in total: $f\sigma_8$, $b\sigma_8$, $\sigma_{FOG}$, $b_2\sigma_8$, $S$, where $S$ accounts for deviations from the Poisson shot noise and $\sigma_{FOG}$ is a phenomenological parameter from the TNS model.

When allowing the background geometry to vary, this parameter set is extended to seven, $f\sigma_8$, $b\sigma_8$, $\sigma_{FOG}$, $b_2\sigma_8$, $S$, $\alpha_\parallel$, $\alpha_\perp$, including the projection parameters. To validate this model we fitted to a single snapshot drawn from the Outerim simulation (Habib et al. 2016), with results presented in Zarrouk et al. (2018). Good agreement was recovered. We compare our traditional measurement with other results obtained from similar analyses in Zarrouk et al. (2018), Hou et al. (2018), Gil-Márin et al. (2018), and Zhao et al. (2018).

Method (ii) explores deviations from $\Lambda$CDM through the evolution of $\Omega_m$ in redshift. To do so we model $\Omega_m(z)$ as a Taylor expansion about the fiducial model $\Omega_{m,\text{fid}}$.

\[
\Omega_m(z) = \Omega_{m,\text{fid}}[1 + p_1(z)]
\]

with $y(z) = \Omega_{m,\text{fid}}'(z)/\Omega_{m,\text{fid}}'(z_p)$; $p_0$ and $p_1$ are free parameters giving the overall normalization and first derivative of $\Omega_m(z)$ at the pivot redshift. In this work, we use a pivot redshift of $z_p = 1.52$, matching the effective redshift of the quasar sample. To test the robustness of the analysis we perform the same analysis selecting $z_p = 1.1$ and $z_p = 1.7$ confirming that there is no dependence on the pivot redshift selected; for this method we have two sets of weights for the monopole and two sets for the quadrupole, so we simultaneously fit to four moments in total.

This parametrization provides a common framework to test for deviations from the fiducial cosmology both in terms of geometry (distance–redshift relation) and growth rate ($f\sigma_8$), by considering these quantities as a function of $\Omega_m(q_0, q_1)$. The strategy is to assume that, for expected small deviations, the standard equations, linking the Hubble parameter and the Angular Diameter distance to $\Omega_m(z)$, are the same as in the $\Lambda$CDM model.

This is discussed further in Ruggeri et al. (2017b). Once we have $q_0$ and $q_1$, we can project them back to $\alpha_\parallel$, $\alpha_\perp$, and $f\sigma_8$ at any epoch. The physical limit that $\Omega_m$ cannot be negative at any epoch places a physical motivated prior on $\alpha_\parallel$, $\alpha_\perp$, and $f\sigma_8$; the impact of such priors is discussed in detail in Section 5.

The third parametrization, method (iii), explores the evolution of $f\sigma_8$; it represents a more direct way to measure deviations in structure growth, where the latter are artificially kept separate from the geometrical evolution. Here we directly Taylor expand $f\sigma_8(z)$

\[
[f\sigma_8(z) = [f\sigma_8]_{\text{fid}}(z)[1 + p_1(x)],
\]

where $x = [f\sigma_8]_{\text{fid}}'(z)/[f\sigma_8]_{\text{fid}}'(z_p)$, and $p_0$ and $p_1$ are free parameters giving the overall normalization and first derivative of $f\sigma_8(z)$ at the pivot redshift. This model allows a wider range of deviations from the $\Lambda$CDM scenario, as it does not assume any particular form or relation for $f$ and $\sigma_8$. For this method we have two sets of weights for the monopole and two sets for the quadrupole, so we simultaneously fit to four moments in total.

In Ruggeri et al. (2017a), we compare the traditional analysis to the measurement from the redshift weights techniques projected at the pivot redshift using mock catalogues, confirming that the redshift weights analysis give unbiased constraints. Weights optimized to look for deviations from $\Lambda$CDM using changes in either $\Omega_m$ or $f\sigma_8$ provide complementary measurements given the different deviations, and dependencies on observations. Both can be used to measure $f\sigma_8$ at any particular redshift, and be compared to the more traditional way of looking for deviations.
4 FITTING MODELS TO THE DATA

We now fit to the quasar data with each of the three models, traditional, $\Omega_m f_{\sigma_8}$, described in Section 3. We fit to the NGC and SGC data independently, assuming they are uncorrelated, a reasonable assumption given their physical separation, and then combine the likelihoods to give our result from the full NGC + SGC sample. The results presented in the following sections have been obtained by simultaneously fitting the full set of parameters using an MCMC approach, and then marginalizing over the parameters not plotted or measured, including the nuisance parameters $S$ and $\sigma_{\text{FoG}}$, common to all methods. We measure the weighted moments of the power spectrum, using the method described in Bianchi et al. (2018), and Fourier space (Gil-Marín et al. 2018), where the growth and the geometry. In Section 5.6, we compare the key results of this work with parallel work performed at a single redshift (as in our traditional analysis) in configuration space (Zarrouk et al. 2018) and Fourier space (Gil-Marín et al. 2018), where the analysis has been extended to include the hexadecapole moment of the power spectrum. We also compare our results with the redshift weights based analysis of Zhao et al. (2018) in Section 5.6, which makes a number of different assumptions and explores alternative cosmological models.

Fiducial cosmology: we analyse the data in a flat $\Lambda$CDM cosmological model with total and baryonic components $\Omega_{m}(z = 0) = 0.31$, $\Omega_{b}(z = 0) = 0.0325$; neutrino masses $\sum m_n = 0.06$ eV, amplitude of the clustering $\sigma_8(z = 0) = 0.8$, spectral index $n_s = 0.97$, and dimensionless hubble parameter $h = 0.676$;

5 RESULTS

In this section, we present the results obtained from the traditional (i), $\Omega_m$ (ii), and $f_{\sigma_8}$ (iii) analyses; we first present the results obtained assuming a fixed fiducial distance–redshift relation, i.e. setting $C_6$ and $C_9$ both equal to unity in our pipeline (Section 5.2), while in Section 5.4 we allow them to vary, fitting simultaneously the growth and the geometry. In Section 5.6, we compare the key results of this work with parallel work performed at a single redshift (as in our traditional analysis) in configuration space (Zarrouk et al. 2018) and Fourier space (Gil-Marín et al. 2018), where the analysis has been extended to include the hexadecapole moment of the power spectrum. We also compare our results with the redshift weights based analysis of Zhao et al. (2018) in Section 5.6, which makes a number of different assumptions and explores alternative cosmological models.

5.1 The weighted multipole measurements

In Fig. 1, we present the moments calculated for the $\Omega_m$ set of weights. They all look very similar for all the weights, showing consistency with the fiducial $\Lambda$CDM model. It is only if we were to find an inconsistency with this model that we would see an anomaly here for a particular set of weights, i.e. the constraining power lies in the fact that if the cosmology was very different from the fiducial $\Lambda$CDM value, these would look very different from each other.

5.2 Fitting growth in a fixed background geometry

As described in Section 3, the traditional analysis constrains the clustering at a single effective epoch allowing for five free parameters: $f_{\sigma_8}(z_p)$, $\sigma_{\text{FoG}}(z_p)$ + nuisance parameters. In contrast, the weighted analyses fits the evolution of $\Omega_m$ and $f_{\sigma_8}$ with redshift, and requires a fit with seven parameters: $q_0$, $q_1$ ($p_0$, $p_1$) to model the normalization and evolution in the growth, $\sigma_{\text{FoG}}(z_p)\partial \sigma_{\text{FoG}}/\partial z$ to account for the evolution in the linear bias $b(z)$, together with nuisance parameters $b_{\text{FoG}}$, $\sigma_{\text{FoG}}$, and $S$. As we are interested in measuring cosmological evolution, we need to carefully consider if the nuisance parameters also need to allow for evolution. Regarding the Fingers-of-God (FoG), it would theoretically be possible to allow this to vary with redshift, but we have checked using N-body simulations that for $k < 0.3$ h Mpc$^{-1}$, the evolution does not impact $f_{\sigma_8}$; if we were instead interested in the measurements of non-local bias, for example, allowing for this evolution would have been a key requirement. We do allow the bias to be simultaneously fitted as described in Section 3.

In order to compare the redshift-weight measurements with the traditional one, we projected the seven parameter MCMC chains ($q_0$, $q_1$, $b_{\text{FoG}}$, $\sigma_{\text{FoG}}$, $S$ + nuisance parameters) into the five-dimension parameter space by computing $f_{\Omega_m}(q_0, q_1, z_p), f_{\sigma_8}(p_0, p_1, z_p)$, and $b(z_p)$. The results are displayed in Fig. 2 where we show likelihood contours for $f_{\sigma_8}(z_p)$, $\sigma_{\text{FoG}}(z_p)$ etc as derived, obtained from the three different analysis: traditional (brown contours), $w_{\Omega_m}$ (blue contours), and $w_{\sigma_8}$ (green contours) when imposing $\alpha_6 = \alpha_9 = 1$. It
Figure 2. A comparison between the values of $f\sigma_8$, $b\sigma_8$, $\sigma_{\text{FoG}}$, $S$ obtained by the three different methods when the background geometry is fixed. The blue and green contours indicate the projected values from the $\Omega_m$ and $f\sigma_8$ analyses (seven free parameters), respectively; the brown contours correspond to the constraints obtained from the single-epoch traditional analysis (five free parameters).

is worth noting that all three methods fully agree at the pivot redshift confirming the previous tests made on the mocks (Ruggeri et al. 2017a). Moreover, the redshift weighted analysis give constraints of the same order as those obtained in the traditional analysis even though the latter marginalizes over one less free parameter. This suggests that the information in the data about the evolution of $f\sigma_8$ is available in addition to the information obtained at the effective redshift.

5.3 The evolution of $f\sigma_8(z)$, $\Omega_m(z)$, $b(z)$

As described and discussed in Ruggeri et al. (2017a, b), in general, the redshift weights allow us to account for the evolution in the clustering measurements. In this work, through equations (2) and (3) we are able to reconstruct the evolution for $f\sigma_8$ from both $q_0$, $q_1$, and $p_0$, $p_1$ parameters. We also modelled a linear evolution of the linear bias as described by equation (1). We show the resulting constraints on the evolution of $f\sigma_8$, $b(z)$, $\Omega_m(z)$, in Fig. 3.

The lower panel of Fig. 3 shows the evolution in redshift of $f\sigma_8$ obtained applying $w_{\Omega_m}$ (blue shaded regions) and $w_{f\sigma_8}$ (green shaded regions). We overplot the constraints coming from the single-epoch (traditional) analysis at redshift 1.52. We find good agreement between the different techniques over the full redshift range. The dashed line indicates the fiducial cosmology used. We detect a similar slope in the evolution to that in the fiducial cosmology, and all of our measurement methods provide results that agree within one sigma with the fiducial cosmology. The error on $f\sigma_8$ increases while moving from the pivot redshift in both directions as uncertainties in $q_1$ and $p_1$ become relevant. As we are fixing the projection, varying $\Omega_m(z)$ only affects the growth rate, explaining the good agreement between measurements made using both sets of weights; they are both testing for the same sort of departures from the $\Lambda$CDM model.

Figure 3. Top Panel: the evolution of $\Omega_m(z)$ measured via the parameters $q_0$, $q_1$. Middle Panel: the evolution of the linear bias times $\sigma_8$ fitted using $\Omega_m$ parametrization (blue shaded regions), $f\sigma_8$ parametrizations (green shaded regions); the red point indicates the single-epoch constraints of $b\sigma_8(z_p)$ from the traditional analysis. Bottom Panel: the evolution of $f\sigma_8$ from the three different analysis (notation and colours as above); all the errors correspond to 68 per cent confidence level.
5.4 Simultaneously fitting growth and geometry

We repeat our analysis, using all three methods, but now including the projection (AP) parameters in our models. Given the weak detection of the anisotropic BAO signal in the quasar sample (see Ata et al. 2017), a full fit of the monopole and quadrupole is not enough to give independent strong constraints on the full set of parameters. We therefore include additional free parameters. For the \( \omega_{m}(z) \) analysis, we account for the departures from the fiducial geometry by including \( \alpha_{i} [\Omega_{m}(q_{0}, q_{1})] \) in our models (as discussed in Section 3). This procedure requires us to impose a prior on the value of \( \Omega_{m}(z) \) which has to be positive at any redshift to avoid numerical problems. We illustrate the effect of these priors on the constraints in Fig. 5.

In the traditional and \( w_{f_{q_{i}}} \) analyses we include \( \alpha_{i} \) and \( \alpha_{\perp} \) as two additional free parameters. For the \( w_{\Omega_{m}} \) analysis, however, we do not add any further free parameters: we account for the departures from the fiducial geometry by including \( \alpha_{i} [\Omega_{m}(q_{0}, q_{1})] \), \( \alpha_{\perp} [\Omega_{m}(q_{0}, q_{1})] \) in our models (as discussed in Section 3). This procedure requires us to impose a prior on the value of \( \Omega_{m}(z) \) which has to be positive definite at any redshift to avoid numerical problems; we illustrate the effect of these prior on the constraints in Fig. 5.

Figure 4. A comparison between the values of \( f_{s}, b_{s}, \sigma_{\Omega_{m}}, S \) obtained from the three different methods [(i), (ii), (iii)] when the background geometry is allowed to vary through the AP parameters. The green contours correspond to the projected values from the \( f_{s} \) analysis \( [f_{s}(p_{0}, p_{1}), b_{s}(z_{p}), \sigma_{\Omega_{m}}, S, \alpha_{i}, \alpha_{\perp}] \). The blue contours represent the projected constraints from \( \Omega \) analysis \( [f_{s}(q_{0}, q_{1}), b_{s}(z_{p}), \sigma_{\Omega_{m}}, S, \alpha_{i}(q_{0}, q_{1}), \alpha_{\perp}(q_{0}, q_{1})] \). The brown contours indicate the constraints from the single-epoch traditional analysis at the pivot redshift \( z = 1.52 \).

The middle panel of Fig. 3 shows our constraints on the linear redshift evolving bias parameter. Also in this case, we find full agreement between the different techniques. As mentioned in Section 3, we do not go beyond linear evolution in the bias, matching our allowed evolution in the cosmological parameters of interest. As we are not interested in the recovered bias parameters, we just want to make sure that the assumptions cannot affect the constraints we get on the growth rate. Ruggeri et al. (2017a) shows that in this case, the linear assumption is valid.
the geometry has been fixed (blue contours, $w\Omega_m$-NOAP). We find a good agreement between the two; the shapes of $q_1$ likelihoods show the effect of the physical priors we are including: $\Omega_m(z_p) > 0$ for $w\Omega_m$-NOAP and $\Omega_m(z) > 0, 0.0 < z < 2.2$ for $w\Omega_m$-AP. Fig. 6 is structured in the same way as Fig. 5; we compare the results from $w_f\sigma_8$-AP with previous results of $w_f\sigma_8$-NOAP method. We find a good agreement with the best-fitting values obtained; note that here we do not assume physical priors on the sign of $\Omega_m$. In Fig. 7, we compare

![Figure 5](image1.png)

**Figure 5.** A comparison between the constraints on the evolution parameters obtained from the $\Omega_m$ analysis with and without fixing the anisotropic projection parameters (blue and light blue contours, respectively).

![Figure 6](image2.png)

**Figure 6.** A comparison between the constraints on the evolution parameters obtained from the $f\sigma_8$ analysis with and without fixing the anisotropic projection parameters (green and light green contours, respectively).

![Figure 7](image3.png)

**Figure 7.** A comparison between the different analysis with AP (darker colours) and without AP (lighter colours). The bottom panel shows the constraints from the traditional analysis of $f\sigma_8(z_p)$ and $b\sigma_8(z_p)$. The middle and top panels show the projected constraints of $f\sigma_8(q_0, q_1), b\sigma_8(q_0, q_1)$ (blue and light blue contours) and $f\sigma_8(p_0, p_1), b\sigma_8(p_0, p_1)$ (green and dark green contours) in the $w_f\sigma_8$-$w\Omega_m$ analysis.
the constraints at the pivot redshift for \( f_{\sigma_S}(z) \) and \( b_{\sigma_S}(z) \) with and without AP, for method (i), (ii), and (iii) (brown, blue, and green contours); we confirm the good agreement on the constraints for \( f_{\sigma_S}(z) \) with and without fixing the geometry. When performing the anisotropic fit we get a larger error as expected; note that for the \( w_{\Omega m} \) analysis we get the constraints to be of the same order; as explained, in this scenario, we tie together geometry and growth, thus \( \alpha_0 \) and \( \alpha_\perp \) are not independent parameters. Finally, in Fig. 8, we present the results of the three different analyses, as in Fig. 3. Note that, since in the \( w_{\Omega m} \) analysis \( \alpha_0 \) and \( \alpha_\perp \) are not independent but are included as functions of \( \Omega(q_0, q_1, z) \), we obtain a marginalized error smaller than the one obtained in the case of the \( w_{\Omega m} \) analysis.

5.5 Best-fitting measurements

In Table 1, we summarize the results from the different analysis [(i), (ii), (iii)] with and without free AP parameters (bottom and top panel). We display the best-fitting values (first column) and the mean values \( \pm 1\sigma \) (second column). The first section of the table shows the fit to the monopole and quadrupole fixing the AP parameters, while the second section of the table shows the fit results allowing the AP parameters to be simultaneously fitted. The fitting range is \( k = 0.01-0.3 \ h \text{ Mpc}^{-1} \) for both the monopole and quadrupole. We consider the results from combining both North Galactic Cap (NGC) and South Galactic Cap (SGC) using standard redshifts estimates. The error bars are obtained by marginalizing over all other parameters.

Table 1. The best-fitting measurements for the DR14 quasar data over the redshift range \((0.8 < z < 2.2)\). Left-hand panel for results with fixed anisotropic projection parameters (NOAP). Right-hand panel for results with free anisotropic projection parameters (AP). These are the marginalized constraints made from the chains presented in Figs 3, 6, and 8.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>NOAP</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(z) \sigma_S(z) )</td>
<td>0.435, 0.44 ± 0.04</td>
<td>0.438, 0.44 ± 0.02</td>
</tr>
<tr>
<td>( b_{\sigma_S} )</td>
<td>0.86, 0.86 ± 0.02</td>
<td>0.86, 0.86 ± 0.02</td>
</tr>
<tr>
<td>( \sigma_{\text{TG}} )</td>
<td>3.30, 3.30 ± 0.19</td>
<td>3.30, 3.30 ± 0.19</td>
</tr>
<tr>
<td>( b_1 \sigma_S )</td>
<td>−0.18, −0.17 ± 0.13</td>
<td>−0.19, −0.18 ± 0.13</td>
</tr>
<tr>
<td>( S )</td>
<td>−340, −270 ± 697</td>
<td>−340, −270 ± 697</td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td>113/(120 − 5)</td>
<td>221/(240 − 7)</td>
</tr>
</tbody>
</table>

\( \Omega_0 \) weights

| \( q_0 \) | 1.31, 1.34 ± 0.23 | 1.31, 1.34 ± 0.23 |
| \( q_1 \) | −1.07, −1.09 ± 1.50 | −1.07, −1.09 ± 1.50 |
| \( \sigma_{\text{TG}}(z_p) \) | 0.10, 0.10 ± 0.025 | 0.10, 0.10 ± 0.025 |
| \( \partial b_{\sigma_S}/\partial z \big|_{z_p} \) | 0.87, 0.86 ± 0.02 | 0.87, 0.86 ± 0.02 |
| \( \sigma_{\text{TG}} \) | 3.39, 3.34 ± 0.19 | 3.39, 3.34 ± 0.19 |
| \( b_1 \sigma_S \) | −0.15, −0.15 ± 0.13 | −0.16, −0.16 ± 0.13 |
| \( S \) | −208, −174 ± 660 | −208, −174 ± 660 |
| \( \chi^2 \) | 221/(240 − 7) | 221/(240 − 7) |

\( \sigma_8 \) weights

| \( p_0 \) | 1.11, 1.12 ± 0.11 | 1.12, 1.12 ± 0.11 |
| \( p_1 \) | 0.35, 0.28 ± 0.69 | 0.35, 0.28 ± 0.69 |
| \( \sigma_{\text{TG}}(z_p) \) | 0.865, 0.86 ± 0.02 | 0.865, 0.86 ± 0.02 |
| \( \partial b_{\sigma_S}/\partial z \big|_{z_p} \) | 0.10, 0.10 ± 0.03 | 0.10, 0.10 ± 0.03 |
| \( \sigma_{\text{TG}} \) | 3.33, 3.37 ± 0.19 | 3.33, 3.37 ± 0.19 |
| \( b_1 \sigma_S \) | −0.15, −0.16 ± 0.13 | −0.15, −0.16 ± 0.13 |
| \( S \) | −218, −106 ± 676 | −218, −106 ± 676 |
| \( \chi^2 \) | 112/(120 − 7) | 112/(120 − 7) |

\( \Omega_0 \) weights

| \( q_0 \) | 1.42, 1.46 ± 0.22 | 1.42, 1.46 ± 0.22 |
| \( q_1 \) | 0.07, 0.07 ± 0.20 | 0.07, 0.07 ± 0.20 |
| \( \sigma_{\text{TG}}(z_p) \) | 0.86, 0.09 ± 0.02 | 0.86, 0.09 ± 0.02 |
| \( \partial b_{\sigma_S}/\partial z \big|_{z_p} \) | 0.09, 0.09 ± 0.02 | 0.09, 0.09 ± 0.02 |
| \( \sigma_{\text{TG}} \) | 3.44, 3.48 ± 0.28 | 3.44, 3.48 ± 0.28 |
| \( b_1 \sigma_S \) | −0.16, −0.15 ± 0.13 | −0.17, −0.16 ± 0.13 |
| \( S \) | −145, −124 ± 653 | −145, −124 ± 653 |
| \( \chi^2 \) | 222/(240 − 7) | 222/(240 − 7) |

\( \alpha_0 \) weights

| \( p_0 \) | 1.11, 1.11 ± 0.13 | 1.11, 1.11 ± 0.13 |
| \( p_1 \) | 0.16, 0.29 ± 0.69 | 0.16, 0.29 ± 0.69 |
| \( \sigma_{\text{TG}}(z_p) \) | 0.79, 0.85 ± 0.06 | 0.79, 0.85 ± 0.06 |
| \( \partial b_{\sigma_S}/\partial z \big|_{z_p} \) | 0.09, 0.10 ± 0.03 | 0.09, 0.10 ± 0.03 |
| \( \sigma_{\text{TG}} \) | 3.19, 3.33 ± 0.29 | 3.19, 3.33 ± 0.29 |
| \( b_1 \sigma_S \) | −0.13, −0.16 ± 0.13 | −0.12, −0.15 ± 0.13 |
| \( S \) | −205, −95 ± 664 | −205, −95 ± 664 |
| \( \alpha_0 \) | 0.94, 0.99 ± 0.06 | 0.94, 0.99 ± 0.06 |
| \( \alpha_\perp \) | 0.94, 0.98 ± 0.06 | 0.94, 0.98 ± 0.06 |
| \( \chi^2 \) | 222/(240 − 9) | 222/(240 − 9) |
Figure 9. Comparison of \( f_{\sigma 8} \) evolution as obtained by different analyses. All the errors correspond to 68 per cent confidence level.

5.6 Consensus with other projects

The current analysis has been compared with similar analysis performed on the same data set (Gil-Marín et al. 2018; Hou et al. 2018; Zarrouk et al. 2018; Zhao et al. 2018). We refer to Zarrouk et al. (2018) for a longer discussion on the different methodologies and we here focus only on the comparison between analyses measuring the redshift evolution of the growth rate. In particular, we compare our results with analyses presented in Gil-Marín et al. (2018) and Zhao et al. (2018). In Gil-Marín et al. (2018), the evolution of \( f_{\sigma 8} \) has been studied performing an analysis in three different overlapping redshift bins: \( 0.8 < z < 1.5, 1.2 < z < 1.8, 1.5 < z < 2.2 \), corresponding to effective redshifts: 1.19, 1.5, 1.83. This standard analysis considers the first three moments of the power spectrum, \( P_{0, 2, 4} \), up to \( k = 0.3 \, h \, \text{Mpc}^{-1} \); the measurements are fitted with the TNS model computed up to two-loop in SPT; the window survey effect is accounted following Wilson et al. (2017). In Zhao et al. (2018) they perform a joint BAO and RSD analysis using the monopole and quadrupole (in the \( k \)-range of \( 0.02 \leq k \leq 0.30 \)) and comparing with a TNS redshift-space power spectrum template at two-loop level in perturbation theory. They derive redshift weights following the lines of Zhu et al. (2015) and Ruggeri et al. (2017b) to optimize the constraints on \( \alpha_{\perp}, \alpha_{\parallel}, \) and \( f_{\sigma 8} \) at four effective redshifts, namely, \( z_{e, \text{eff}} = 0.98, 1.23, 1.53, \) and 1.94. In contrast to the analysis presented in this work where the whole redshift range is considered and the weighted multipoles are combined in a joint fit; in Zhao et al. (2018), the redshift weights act to divide the sample into smooth \( z \)-bins. In each bin they perform the same analysis to constrain \( f_{\sigma 8}(z_{\text{eff}}), \alpha_{\parallel}, \alpha_{\perp} \) at the four effective redshifts. Thus, this approach is a hybrid between redshift weighting and standard analyses. Zhao et al. (2018) use an optimization to find the best redshift kernels and then perform a standard analysis for each, assuming the measurements being at one effective redshift. In contrast, we directly measure parameters controlling the redshift evolution. In Fig. 9, we show the constraints from the different analysis. The red point and blue and green bands correspond to the traditional and redshift weight analysis results [(i), (ii), (iii)] presented in this work. The grey points correspond to the redshift bin analysis presented in Gil-Marín et al. (2018), while dark red points correspond to the analysis of Zhao et al. (2018). We confirm the good agreement between the different techniques in measuring \( f_{\sigma 8}(z) \). Note that the marginalized error bars for the red, grey, dark red points refer to analyses with seven free parameters \( \{ f_{\sigma 8}(z_{\text{eff}}), \alpha_{\parallel}, \alpha_{\perp}, \text{nuisance} \} \), while redshift weights methods (blue and green band) include seven and nine free parameters \( \{ p_{0}, p_{1}, \delta \sigma_{8} / \delta z + \text{nuisance} \} \) and \( \{ p_{0}, p_{1}, \delta \sigma_{8} / \delta z \alpha_{\perp}, \alpha_{\parallel} + \text{nuisance} \} \), respectively.

6 DISCUSSION

The DR14 quasar sample allows for tests of the cosmological model at previously unexplored epochs; further, as it also cover a wide redshift range (0.8–2.2), it opens up the possibility of directly investigating the evolution of the cosmological parameters. Standard analyses (e.g. Alam et al. 2016) investigate the evolution of the growth rate at different epochs by cutting their volume into redshifts slices. The quasar sample is characterized by a low density compared to previous samples, such as the BOSS LRG sample, thus the bin-cutting can have a significant impact on the resulting S/N.

In this work, we choose to constrain the growth rate and its first derivative in redshift considering the full redshift range, using optimal redshift weighting techniques; redshift weights act as a smooth window on the data, compressing the correlation in the redshift direction, while keeping track of the underlying evolution of the clustering. We select the optimal redshift weights as they are predicted through the Fisher matrix. The weights specific for the growth measurements have been derived in Ruggeri et al. (2017b) and tested in Ruggeri et al. (2017a).

We explore two different parametrizations to model the evolution in redshift of \( f_{\sigma 8} \) : the first models the evolution in redshift through \( \Omega_0(\alpha) \). This parametrization allows us to account simultaneously for deviations in both geometry and growth with respect to the \( \Lambda \) CDM scenario. The second, investigates deviations in the evolution of \( f_{\sigma 8}(z) \) about the fiducial cosmology; in this case the growth and the geometry deviations are artificially kept separated.

To compare the constraints on \( f_{\sigma 8} \) with the traditional method, performed at a single epoch, we computed \( f_{\sigma 8}(z_{\text{eff}}) \) from the evolving constraints, finding full agreement between the three different methods.

We perform the same analysis first by fixing the geometrical projection, given by \( H, D_s \) : in this case as expected both redshift weight methods give exactly the same constraints of \( f_{\sigma 8} \). We then considered an anisotropic fit, including the AP parameters in our models. In this case the constraints from \( \Omega_0(\alpha) \) differ with the other analysis since \( \alpha_{\parallel, \perp} \) are not included as free independent parameters but their evolution is described through \( \Omega_0(\alpha) \). Also in this scenario we find good agreement (within 1σ) between the parameters of interest.

In this and in Ruggeri et al. (2017a, b) we showed step by step how to include the redshift weights in the analysis; we also showed how easily to account for the evolution in the models by re-deriving the window function and confirmed that the redshift weights method gives unbiased constraints. Future surveys are expected to reduce the statistical error by an order of magnitude over a wide redshift range. Therefore, it will be increasingly important to account for the evolution in the models. The extent of the dynamical redshift range covered, by for example DESI (Levi et al. 2013), will open up the possibility to discriminate between different cosmological scenarios. This will be accomplished using the evolution of the key-parameters to remove part of the degeneracy between them.
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