The SDSS-III Baryonic Oscillation Spectroscopic Survey: constraints on the integrated Sachs–Wolfe effect
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ABSTRACT

In the context of the study of the integrated Sachs–Wolfe (ISW) effect, we construct a template of the projected density distribution up to redshift \( z \approx 0.7 \) by using the luminous galaxies (LGs) from the Sloan Digital Sky Survey (SDSS) Data Release 8 (DR8). We use a photometric redshift catalogue trained with more than a hundred thousand galaxies from the Baryon Oscillation Spectroscopic Survey (BOSS) in the SDSS DR8 imaging area covering nearly one-quarter of the sky. We consider two different LG samples whose selection matches that of SDSS-III/BOSS: the low-redshift sample (LOWZ, \( z \in [0.15, 0.5] \)) and the constant mass sample (CMASS, \( z \in [0.4, 0.7] \)). When building the galaxy angular density templates we use the information from star density, survey footprint, seeing conditions, sky emission, dust extinction and airmass to explore the impact of these artefacts on each of the two LG samples. In agreement with previous studies, we find that the CMASS sample is particularly sensitive to Galactic stars, which dominate the contribution to the auto-angular power spectrum below \( \ell = 7 \). Other potential systematics affect mostly the very low multipole range (\( \ell \approx 2 \), \( \ell \approx 7 \)), but leave fluctuations on smaller scales practically unchanged. The resulting angular power spectra in the multipole range \( \ell \in [2, 100] \) for the LOWZ, CMASS and LOWZ+CMASS samples are compatible with linear \( \Lambda \) cold dark matter (\( \Lambda \)CDM) expectations and constant bias values of \( b = 1.98 \pm 0.11, 2.08 \pm 0.14 \) and \( 1.88 \pm 0.11 \), respectively, with no traces of non-Gaussianity signatures, i.e. \( f_{\text{local}}^{\text{NL}} = 59 \pm 75 \) at 95 per cent confidence level for the full LOWZ+CMASS sample in the multipole range \( \ell \in [4, 100] \). After cross-correlating Wilkinson...
Microwave Anisotropy Probe 9-year data with the LOWZ+CMASS LG projected density field, the ISW signal is detected at the level of 1.62–1.69σ. While this result is in close agreement with theoretical expectations and predictions from realistic Monte Carlo simulations in the concordance $\Lambda$CDM model, it cannot rule out by itself an Einstein–de Sitter scenario, and has a moderately low signal compared to previous studies conducted on subsets of this LG sample. We discuss possible reasons for this apparent discrepancy, and point to uncertainties in the galaxy survey systematics as most likely sources of confusion.
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1 INTRODUCTION

The growth and evolution of density and potential perturbations in an almost perfectly isotropic and homogeneous universe can be described in general relativity by the family of Friedmann–Robertson–Walker (FRW) metrics (see e.g. Lifshitz & Khalatnikov 1963; Mukhanov, Feldman & Brandenberger 1992). Despite their requirements on isotropy and homogeneity, these models leave room for the study of small clumps or inhomogeneities that eventually give rise to the complex structure of today’s universe. Indeed, under the assumption that initial fluctuations in the metric are small, it is possible to write a linear theory of perturbations describing the interplay and evolution of small inhomogeneities in a FRW background (see e.g. Ma & Bertschinger 1995, and references therein).

In particular, FRW models show that, on the large scales within the horizon where the Poisson equation holds, the growth rate of the gravitational potentials ($D_\phi(t)$) is proportional to the time derivative of the ratio $D_\phi(t)/a(t)$, where $a(t)$ is a FRW metric scale factor describing the expansion of scales in the universe, and $D_\phi(t)$ is a function describing the (linear) growth of matter density inhomogeneities. In the special case of an Einstein–de Sitter (EdS) universe $D_\phi(t) = a(t)$ and hence gravitational potentials on large scales should remain constant (see e.g. Ma & Bertschinger 1995, and references therein). However, deviations from this scenario will make $D_\phi(t) \neq a(t)$ and thus variations in the large-scale gravitational potentials will arise. Photons of the cosmic microwave background (CMB) crossing those potentials will leave a different potential than they entered, and the difference will appear in the form of a gravitational blue/redshift that is known as the late integrated Sachs–Wolfe (ISW) effect (Sachs & Wolfe 1967).

If dark energy is present at low redshift, and the Universe is expanding faster than if it were matter dominated, then linear-scale gravitational potential wells shrink with time, and CMB photons leave potentials that have become shallower during their fly-by. This results in more energetic CMB photons emerging out of overdensities, and hence the ISW temperature anisotropies of the CMB should be positively correlated to the distribution of gravitational potential wells. Crittenden & Turok (1996) first noticed the fact that those wells are probed by haloes and galaxies, and that the distribution of these structures can be cross-correlated to the CMB anisotropies in order to distinguish the ISW component from the intrinsic CMB anisotropies generated at the surface of last scattering (SLS), at $z \approx 1050$.

As soon as the first data sets from Wilkinson Microwave Anisotropy Probe (WMAP) were released, several works claimed detections of the ISW at various levels of significance (ranging from $2\sigma$ to $>4\sigma$) after cross-correlating WMAP data with different galaxy surveys (Fosalba, Gaztañaga & Castander 2003; Scranton et al. 2003; Afshordi, Loh & Strauss 2004; Boughn & Crittenden 2004; Fosalba & Gaztañaga 2004; Nolta et al. 2004; Padmanabhan et al. 2005; Cabré et al. 2006; Giannantonio et al. 2006; Vielva, Martínez-González & Tuccio 2006; McEwen et al. 2007). However, other authors (Hernández-Monteagudo, Género-Santos & Atrio-Barandela 2006; Rassat et al. 2007; Granett, Neyrinck & Szapudi 2009; Bielby et al. 2010; Francis & Peacock 2010; Hernández-Monteagudo 2010; López-Corredoira, Sylos Labini & Betancort-Rijo 2010; Sawangwit et al. 2010; Kovács et al. 2013) reported lower (and/or lack of) statistical significance and/or presence of point source contamination in the cross-correlation between different galaxy surveys and WMAP CMB maps. In Hernández-Monteagudo (2008) it was shown that the cross-correlation of the ISW with galaxy templates should be contained on the largest angular scales ($\ell < 60–80$), with little dependence on the galaxy redshift distribution, and that most of such signal should arise in the redshift range $z \in [0.2, 1.0]$. However, most of the surveys used in ISW–galaxy cross-correlation studies were either shallow and/or had more anisotropy power than predicted by the models precisely on the large angular scales sensitive to the ISW.

The issue of this power excess present at large scales, when computing the autocorrelation function or autopower spectrum in galaxy surveys, has been relevant for some time (see e.g. Ho et al. 2008; Hernández-Monteagudo 2010; Thomas, Abdalla & Lahav 2011; Giannantonio et al. 2012). The shape of this excess is similar to that expected in models with high levels of local non-Gaussianity (NG), and thus it has motivated claims of NG detection in the past (see e.g. Xia et al. 2010a,b). Recently it has been recognized that the presence of systematics in the galaxy survey data may be largely responsible for this extra power (Huterer, Cunha & Fang 2013), and thus latest constraints on NG are consequently weakened (see Ross et al. 2012). Unfortunately, the impact that these systematic effects – giving rise to extra power on large scales – may have on the ISW signal has not yet been properly addressed. The last studies on the subject (Giannantonio et al. 2012; Schiavon et al. 2012) have pointed out the presence of this excess, but they did not quantify its impact on the expected ISW signal-to-noise ratio (S/N), or galaxy cross-correlation analysis, i.e. either if due to NG or to systematics. Since this unexpected high level of anisotropy on the large scales is present in different galaxy surveys, it should also affect those works combining different surveys (e.g. Giannantonio et al. 2008, 2012; Ho et al. 2008). The parallel analysis of Giannantonio et al. (2013) has nearly simultaneously obtained similar results in terms of ISW significance using a similar data set to our own.

The Sloan Digital Sky Survey-III (SDSS-III; Eisenstein et al. 2011) Baryonic Acoustic Oscillation Spectroscopic Survey (BOSS; Dawson et al. 2013) has calibrated a number of potential systematics (star density, seeing, sky emission, etc.) that have to be used when building templates of galaxy angular number density (Ho et al. 2012; Ross et al. 2012). In this work we make use of all the
Figure 1. (a) Comoving LOWZ (red dotted line) and CMASS (green dashed line) LG number density as a function of redshift. (b) Angular power spectrum estimation of our LOWZ+CMASS sample. The blue dashed line corresponds to the shot noise Poisson term. The solid black line is the linear theory prediction for the $C^l$s, adopting our fiducial $\Lambda$CDM cosmology model and assuming the redshift distribution of our LOWZ+CMASS sample (solid line in panel a). The red line corresponds to the best fit to the observed angular power spectra (filled blue circles), which yields a constant bias estimate of $b \simeq 1.9$. Error bars are approximated, for each multipole bin, as a fraction $\sqrt{2/(2\ell+1)/f_{sky}/f_N}$ of the amplitude dictated by the red line, with $\Delta \ell$ being the width of the multipole bin. These bins are centred on their average multipole. See Appendix B for a description of an accurate error bar estimation. (c) Cumulative S/N ratio of the ISW–LG cross-power spectrum below a given multipole $\ell$. Dotted, dashed and solid lines correspond to LOWZ, CMASS and LOWZ+CMASS samples, respectively. The latter converges to $\sim 1.7$ at $\ell \simeq 60$.

information related to potential systematics to produce corrected templates of the number density of luminous galaxies (LG) from two different BOSS samples: the low-redshift sample (LOWZ; $z \in [0.1, 0.5]$) and the constant mass sample (CMASS; $z \in [0.4, 0.7]$). These templates are used as tracers of moderate-redshift gravitational potential wells, in order to be correlated with the CMB maps produced by WMAP. In Section 2 we describe the SDSS Data Release 8 (DR8) and SDSS-III/BOSS data used for the LG template construction, and in Section 3 the CMB data from WMAP used in the cross-correlation analysis. In Section 4 we describe the theoretical predictions for the level of LG–CMB cross-correlation to be induced by the ISW effect. The statistical methods used in our cross-correlation analysis are described in Section 5, and its results are presented in Section 6. These results are discussed in Section 7, where conclusions are also presented. The detailed explanation of the systematic corrections is provided in Appendix A. These corrections must be taken into account when computing and interpreting the angular power spectrum of the LG samples, as described in Appendix B. This appendix also includes tests for remaining residuals systematic and an assessment on the compatibility of the data to the Gaussian hypothesis (i.e. limits on the non-Gaussian parameter $r_{NL}$).

Unless stated otherwise, we employ as a reference a flat $\Lambda$ cold dark matter ($\Lambda$CDM) cosmological model consistent with WMAP9 (Hinshaw et al. 2013), with density parameters $\Omega_b = 0.04628$, $\Omega_cdm = 0.24022$, $\Omega_k = 0.7135$, reduced Hubble constant $H = 69.32$, scalar spectral index $n_s = 0.9608$, optical depth to the last scattering surface $\tau_f = 0.081$ and rms of relative matter fluctuations in spheres of $8 h^{-1}$ Mpc radius $\sigma_8 = 0.82$.

2 BOSS LG SAMPLE

The galaxy sample we use is based on a photometric selection of galaxies from the SDSS DR8 (York et al. 2000; Aihara et al. 2011). This survey obtained wide-field CCD photometry (Gunn et al. 1998, 2006) in five passbands ($u$, $g$, $r$, $i$, $z$, e.g. Fukugita et al. 1996). The DR8 imaging data covers 14 555 deg$^2$, more than one-third of which is in the southern Galactic cap. This large sky area provides an unprecedented S/N for ISW studies as compared to previous analysis in the literature, as shown in Section 4.

We select galaxies using the same colour and magnitude cuts defined in Eisenstein et al. (2011), equations (1)–(5). This includes a selection for a lower redshift ($z \lesssim 0.4$) sample denoted ‘LOWZ’ and higher redshift ($0.4 \lesssim z \lesssim 0.7$) composed of galaxies that are approximately stellar mass limited and denoted ‘CMASS’. These photometric selections yield a total of 2.4 million galaxies (after removing any duplicate galaxies that appear in both selections), one-third of which are in the LOWZ sample. Photometric redshifts, galaxy/star probabilities and recommendations for measuring the angular clustering for the CMASS sample were described by Ross et al. (2011) and the angular clustering of the CMASS sample was studied further in Ho et al. (2012). For the LOWZ sample we also generate photometric redshifts (Bolton et al. 2012), as we did for CMASS in Ross et al. (2011), using BOSS spectroscopic redshifts as a training sample (Smee et al. 2013). These photometric redshifts are trained using the neural network code ANZ (Firth, Lahav & Somerville 2003). We remove LGs with $z_{phot} < 0.15$, as such galaxies are expected to have minimal contribution to the ISW signal while they can be more easily confused with other types of galaxies (Parejko et al. 2013). This cut removes $1.2 \times 10^5$ galaxies.

The SDSS DR8 imaging area deemed suitable for galaxy clustering studies was defined by Ho et al. (2012) – areas are removed due to a number of reasons, such as image quality and Galactic extinction – using a HEALPix$^2$ (Górski et al. 2005) mask with resolution $N_{side} = 1024$. For the characterization analysis of the combined LOWZ and CMASS samples and the study of their autopower spectrum, we propagate this mask to $N_{side} = 128$ and then remove all data in HEALPix pixels with weight less than 0.85. This procedure leaves a sample of $1.6 \times 10^6$ galaxies occupying a $2955$ deg$^2$ sky footprint. The sample’s redshift distribution, determined empirically

\footnote{The resulting catalogues can be found at ftp://ftp.cefca.es/people/chm/boss_lgs/}

\footnote{HEALPix URL site: http://healpix.jpl.nasa.gov}
from the BOSS spectroscopic redshift distribution, is displayed in the left-hand panel of Fig. 1. For the cross-correlation analysis with CMB WMAP9 data, the mask and the CMB and galaxy maps were further downgraded to a resolution parameter $N_{\text{side}} = 64$, which corresponds to a pixel area of slightly below 1 deg$^2$. In this case, in order to avoid mask border effects, only masked pixels with amplitudes above 0.9 were considered. In combination with the WMAP9 sky mask, this cut leaves $1.4 \times 10^6$ galaxies on 7660 deg$^2$, which represents an effective sky fraction of 0.19.

3 WMAP CMB DATA

The WMAP$^3$ scanned the microwave sky from 2001 until 2010 in five different frequencies, ranging from 23 to 94 GHz. The angular resolution in each band increases with the band central frequency, but it remains better than 1′ in all bands (for the lowest frequency channel under consideration in our study, centred at 41 GHz, the square root of the beam solid angle equals 0.51). The ISW and its cross-correlation to tracers of the density field arise on larger scales ($b > 3$ or $\ell < 80$), hence angular resolution will not be an issue in this context.

The WMAP measurements have provided all-sky maps in which, beyond the CMB radiation, other diffuse components and point sources have been identified and characterized (see e.g. Bennett et al. 2013, for the latest results from the 9 yr of observations). For the data release corresponding to the first 7 yr of observation, the S/N was greater than 1 for multipoles $\ell < 919$ (Jarosik et al. 2011). At the large scales of interest for ISW studies, the Galactic and extragalactic foreground residuals (mostly generated by synchrotron radiation, free–free and dust) remained below the 15 µK level outside the masked regions (Gold et al. 2011). This analysis has been improved in the recent 9 yr data release (Bennett et al. 2013), in which an all-sky CMB Internal Linear Combination map, obtained from all bands, has been provided together with its covariance matrix. This analysis constitutes an optimal handling on the uncertainties imprinted on the CMB map by the presence of all those contaminants.

In this context, we shall concentrate our analyses on the foreground cleaned maps corresponding to the Q (41 GHz), V (61 GHz) and W (94 GHz) bands, after applying a foreground mask KQ85y9 that excludes $\sim$15 per cent of the sky. At the scales of interest, instrumental noise lies well below cosmic variance and/or foreground residuals, and hence will not be considered any further. The ISW is a thermal signal whose signature should not depend upon frequency and hence should remain constant in all three channels under consideration. All WMAP related data were downloaded from the Legacy Archive for Microwave Background Data Analysis (LAMBDA) site.$^4$

4 THEORETICAL PREDICTIONS

On scales large enough where linear theory applies, the Poisson equation relates perturbations in the gravitational potential $\phi_\ell$ at any epoch with those of the matter density contrast ($\delta_k$) at present via

$$\phi_\ell(a) = -4\pi G \rho_{b,0} \frac{D(a)\delta_k}{a k^2},$$

where $a$ denotes the cosmological scale factor, $D(a)$ is the density linear growth factor, $G$ is Newton’s gravitational constant, $k$ is the comoving wavevector and $\rho_{b,0}$ is the present background matter density. From this equation it is easy to see that for a flat universe, for which $D(a) = a$, the linear gravitational potentials remain constant. However, in all other scenarios where $D(a) \neq a$ (such as an open universe, or ΛCDM, or any other sort of dark energy model, or even a universe with non-negligible radiation energy density) the potentials will be changing in time. Under these circumstances it is well known (e.g. Sachs & Wolfe 1967; Rees & Sciama 1968; Kofman & Starobinskij 1985; Martínez-Gonzalez, Sanz & Silk 1994) that CMB photons experience a gravitational blue/redshift, known as the ISW effect, i.e.

$$\frac{\delta T}{T_0}(\hat{n}) = -2 \int_0^{r_{\text{LSS}}} \frac{\partial \Phi(r, \hat{n})}{\partial r} dr,$$

In this equation, $\delta T$ denotes changes in the CMB blackbody brightness temperature, $\hat{n}$ refers to a given direction on the sky and $r$ denotes comoving distance, which relates the time coordinate $t$ and the conformal time $\eta$ via the relation $dr/dt = \pm d\eta/c$. The symbol $r_{\text{LSS}}$ refers to the comoving distance to the last scattering surface.

Crittenden & Turok (1996) first realized that the presence of ISW could be separated from the CMB temperature anisotropies generated at the SLS by cross-correlating the measured CMB temperature map with density projections of the large-scale structure distribution. The underlying idea is that the gravitational potential wells causing the ISW should be generated by matter overdensities hosting an excess of galaxies, and hence projected density and ISW fluctuations should be correlated. In the same way, underdense regions in the galaxy distribution (voids) should also be spatially correlated with gravitational potential hills. This correlation can more clearly seen if both the ISW temperature anisotropies and the galaxy angular number density fluctuations are expressed in terms of the density contrast Fourier modes $\delta_k$. To perform these analyses both fields must be first decomposed on a spherical harmonic basis:

$$\delta T^\text{ISW}(\hat{n})/T_0 = \sum_{\ell,m} a^\text{ISW}_{\ell,m} Y_{\ell,m}^*(\hat{n}).$$

The multipole coefficients $a^\text{ISW}_{\ell,m}$ can then be written as (see e.g. Cooray 2002; Hernández-Monteagudo 2008)

$$a^\text{ISW}_{\ell,m} = (-i)^{\ell} \frac{4\pi}{(2\ell+1)!} \int \frac{dk}{k^2} Y^*_{\ell,m}(\hat{k}) \times \int dr \int_{a_\ell}^{a_\ell} \frac{3\Omega_r H_0^2}{k} \frac{d(D(a)/a)}{dr} \delta_k,$$

$$a^\text{LSS}_{\ell,m} = (-i)^{\ell} \frac{4\pi}{(2\ell+1)!} \int \frac{dk}{k^2} Y^*_{\ell,m}(\hat{k}) \times \int dr \int_{a_\ell}^{a_\ell} j_\ell(r) W_{\ell}(r) \times n_g(r) b(r, \hat{n}_{\ell,m}) \frac{d(D(a)/a)}{dr} \delta_k.$$
a biased tracer of the matter density field, and thus the bias factor \( b(r, k) \) may a priori be a function of distance/time and/or scale \( k \). If the galaxy and ISW maps are correlated, then the ensemble average of the product of the same \( (\ell, m) \) multipoles should yield a positive quantity, i.e. \( C^{g, ISW}_\ell \equiv \langle a^g_m(a^{ISW}_m)^* \rangle > 0; \)

\[
C^{g, ISW}_\ell = \left(\frac{2}{\pi}\right)^{1/2} k^2 k^2 \rho \left[ \int dr_1 j_1(kr_1) \frac{3\Omega_m H_0^2}{H^2} \frac{d(D/a)}{dr_1} \times \int dr_2 j_1(kr_2) r_2^2 \right. \\
\left. \times \right] \left[ \int W_g(r_1) r_1 n_g(r_1) b(r_2, k) D(r_2), \right.
\]

where \( P_m(k) \) denotes the linear matter power spectrum at present. The autocorrelation is defined in a similar way, \( C^{g}_\ell = \langle a^g_m(a^g_m)^* \rangle \), with \( X, Y = ISW, CMB, g \), etc., and the * symbol denotes complex conjugate. The detection of this correlation between the two maps (and hence the evidence for ISW) is, however, limited by the fact that the CMB is dominated by the signal generated at the last scattering surface at \( z \approx 1050 \). In addition, the galaxy survey may be affected by shot noise, be incomplete or not probe the redshift range where the ISW is generated. All these aspects must be taken into account when computing the theoretical S/N of the cross-correlation analysis. Since the signals described so far are written in multipole space, the S/N computation should be done naturally in multipole space as well. For each multipole \( \ell \), one readily finds that

\[
\left(\frac{S}{N}\right)^2_{\ell} = \frac{\left(\frac{C^{g, ISW}_\ell}{\sigma^{g, ISW}_\ell}\right)^2}{\sum_{m}^\infty} \times \text{no. modes}
\]

\[
= \frac{\left(C^{g, ISW}_\ell\right)^2}{\left(C^{g, CM}_\ell + 1/\bar{n}_g\right) + \left(\sigma^{g, ISW}_\ell\right)^2}.
\]

In this expression, the numerator contains the ISW–galaxy cross-correlation for multipole \( \ell \), while the denominator refers to the variance associated with its measurement. We next describe this equation in detail. Provided that our theoretical description preserves isotropy, there is no \( m \) dependence in the power spectrum multipoles. Furthermore, since there only exists one single universe to examine, the averages for each multipole \( \ell \) are performed by considering all corresponding \( (2\ell + 1) m \) modes (i.e. \( \ldots \equiv 1/(2\ell + 1)^2 \sum \ldots \)). However, if only a fraction of the sky \( f_{sky} \) is the subject of analysis, then the number of effective modes for a given multipole \( \ell \) shrinks by the same factor, i.e. \( (2\ell + 1)/f_{sky} \). This explains why the variance for one single estimate of \( C^{g, ISW}_\ell \) is divided by \( (2\ell + 1)f_{sky} \). Although this is a somewhat simplistic description of the impact of the sky mask on the S/N ratio, this approach has proved to capture the basics of the S/N degradation under incomplete skies (see, e.g. Cabré et al. 2007).

The variance associated with a single estimate of \( C^{g, ISW}_\ell \) is given by the product of the CMB and galaxy autocorrelation plus the squared cross-angular spectrum. The CMB angular power spectrum is the addition of two (uncorrelated) components produced by the SLS and the ISW, i.e. \( C^{CM}_\ell = C^{SLS}_\ell + C^{ISW}_\ell \). On the large angular scales involved, the WMAP instrumental noise in CMB measurements can be safely neglected. At the same time, provided that galaxies are discrete objects, the galaxy autocorrelation contains a term accounting for shot noise. This term should approximately obey Poissonian statistics and should be proportional to the average galaxy number density. However, since we are investigating relative fluctuations of the galaxy angular density field (i.e. \( \delta n_g(h)/\bar{n}_g \) and not \( \delta n_g(h) \)), the shot noise term in the power spectrum becomes inversely proportional to \( \bar{n}_g \).

From equations (5) and (7) it is clear that the knowledge of the galaxy redshift distributions and the galaxy bias is required in order to provide an estimate for the ISW S/N ratio. If the bias is constant in space and time, then it is easy to show that it cancels out in equation (7) provided the shot noise term is negligible. From the LOWZ and CMASS LG samples we know the underlying spectroscopic redshift distribution, which has been obtained from a spectroscopic subsample, and is shown in Fig. 1(a). Our LG sample is practically insensitive to the onset of dark energy at \( z \gtrsim 1 \), but it is able to trace its impact on the growth of potentials at \( z < 1 \), and this redshift range becomes critical when evaluating the ISW contribution. Hernández-Monteagudo (2008) found that the maximum contribution to the ISW–galaxy cross-correlation was produced from redshifts in the range \( z \in [0.2, 1.0] \) when computing the ISW signal in redshift shells of different widths. The comoving number density of the LOWZ sample increases rapidly at low redshift, as displayed in Fig. 1(a). We consider only LGs placed at redshifts above a minimum photometric redshift \( z_{\text{min}} = 0.15 \), since our computations following equation (7) above show that, for a source population following the redshift distribution found for our LG samples, the total ISW S/N ratio possesses a local maximum around \( z_{\text{min}} \). In doing so, we are effectively applying a cut in photometric redshift whose departure from the spectroscopic one has negligible impact on the S/N estimates. That is, the impact of photometric redshift errors on the estimated S/N lies at the few per cent level and hence will be ignored hereafter. Also, below this redshift, the LOWZ sample is known to become contaminated by galaxies from the SDSS main sample (Parejko et al. 2013).

The cumulative ISW S/N ratio is greatly limited by our sky coverage: we must discard low Galactic latitude regions where WMAP CMB data may be contaminated, as well as those regions discarded by the SDSS DR8 survey footprint. Furthermore, since the cross-correlation analyses involving WMAP data require relatively low-resolution maps with \( N_{\text{side}} = 64 \), it becomes necessary to remove pixels which lie close to the borders as they drastically affect the estimated galaxy density. When combining both WMAP9’s Kp85S9 mask and SDSS LOWZ +- CMASS’s effective mask, and after dropping all mask pixels with mask value below 0.90, we have an effective sky fraction under analysis of \( f_{sky} \approx 0.19 \). Finally, the linear contrast bias for our LG sample is computed via a \( \chi^2 \) fit from the ratio of the measured LG angular power spectrum and the linear theory prediction for the dark matter angular power spectrum, yielding a value of \( b \approx 1.88 \pm 0.11 \), see Fig. 1(b).

We provide, in Appendix B, a complete characterization of the angular power spectrum of the different galaxy samples, and analyse systematic residuals, study the consistency with the linear Gaussian prediction and obtain constrains on local type of NG. All these inputs allow the computation of the amplitude of the ISW–LG cross-correlation that we expect in the concordance \( \Lambda \)CDM model, and from it the differential \( S/N^2 \) per multipole \( \ell \) as given by equation (7). In Fig. 1(c) we show the integrated S/N ratio below a given multipole \( \ell \),

\[
\frac{S}{N}(< \ell) = \sqrt{\sum_{\ell=2}^{\ell} \left(\frac{S}{N}\right)^2_{\ell}}.
\]

The S/N converges at \( \sim 1.7 \) for \( \ell \approx 60 \), as expected from the large-scale nature of the ISW signal (Hernández-Monteagudo 2008).
5 STATISTICAL METHODS

In this section we outline the three different statistical methods we use in our cross-correlation analyses. One is based in real space, another in multipole space and the third one in wavelet space. We thus search for the consistency among the outputs of these different methods after blindly testing the null hypothesis. There exist other approaches (like, for instance, the template fitting technique used in Giannantonio et al. 2012), which may yield slightly higher S/N ratios when searching for the ISW under a given model for the galaxy sample. We end this section by applying these three analyses on mock ISW–LG data produced in the concordance ΛCDM model. healpix5 (Görski et al. 2005) tools were used when implementing these analyses. In particular, unless otherwise indicated, all maps were downgraded to $N_{\text{side}} = 64$ resolution ($\theta_{\text{pixel}} \sim 1^\circ$).

5.1 The angular cross power spectrum (ACPS)

As mentioned above, this method computes the average product of multipole coefficients from each (ISW and galaxy) map, i.e.

$$\tilde{C}_{\ell}^{\text{CMB}} = \frac{1}{2\ell + 1} \sum_{m} \tilde{a}_{\ell,m}^\text{CMB} \tilde{a}_{\ell,m}^\text{CMB}.$$  \hspace{1cm} (9)

In the presence of a sky mask, which excludes unobserved or contaminated regions, the estimates of the multipoles $\tilde{a}_{\ell,m}^\text{ISW}$ become both biased and correlated,6 as do the estimates of the $\tilde{C}_{\ell}^\text{ISW}$ s. The impact of the mask can either be corrected for (see Hivon et al. 2002) or included when comparing to theoretical expectations. The computations of the covariance matrix for the ACPS becomes necessary when estimating the statistical significance of the measured $\tilde{C}_{\ell}^{\text{CMB}}$ s. In order to take into account in a realistic way the effects associated with the effective sky mask on the data, we follow a Monte Carlo (MC) approach. Ideally, one perform MC mock catalogues for both CMB and LG components. In a first stage, however, we shall restrict our MC mocks to the CMB component. These MC CMB maps are uncorrelated to our LG catalogue, and hence the variance of our ACPS estimates is given by

$$\sigma_{\tilde{C}}^{2} = \frac{C_{\text{MC}}^\text{CMB}}{\text{no. modes}}.$$  \hspace{1cm} (10)

This variance estimate approaches the denominator of equation (7), if $\tilde{C}_{\ell}^{\text{CMB}} = \tilde{C}_{\ell}^{\text{CMB}}$ and $\tilde{C}_{\ell}^{\text{ISW}} = \tilde{C}_{\ell}^{\text{ISW}}$ and the values of $C_{\ell}^{\text{CMB}}$ are close to $C_{\ell}^{\text{CMB, BOSS}}$. In our ΛCDM cosmological model all these conditions should be fulfilled; if this is the case, running MC on the LG component should not appreciably change the variance estimate. Our approach can also be understood as a null hypothesis test, i.e. no existing correlation between our SDSS LG catalogue and WMAP9 data. In all cases, monopole and dipole ($\ell = 0, 1$ multipoles) are removed from the area under analysis.

We may or may not average the estimates of $\tilde{C}_{\ell}^{T}$ into multipole bins centred around a given multipole $\ell_b$, but in either case we attempt to add all the S/N within the multipole range, which, according to Fig. 1(c), is chosen to lie in $\ell \in [2, \ell_{\text{max}}]$ with $\ell_{\text{max}} = 60$. In order to minimize the correlation among multipoles, we choose to bin in 32 bins. From each estimate $\tilde{C}_{\ell_b}^{T}$, a corresponding rms value

$$\beta_\ell = \sqrt{\frac{1}{\ell_b - \ell_{\text{min}}} \sum_{\ell = \ell_{\text{min}}}^{\ell_b} \tilde{C}_{\ell}^{T}}.$$  \hspace{1cm} (11)

As just mentioned above, we display results for 32 multipole bins, but very similar results are obtained when varying the number of bins sampling the same multipole range $\ell \in [2, \ell_{\text{max}}]$.

From our MC simulations we obtain an accurate estimate for the rms of this statistics $\sigma_{\beta_\ell}$ as well, under the null hypothesis (i.e. $\langle \beta_\ell \rangle = 0$). The quoted total S/N is built from the estimate of $\beta_{\ell_{\text{max}}}$ as the ratio

$$\frac{S}{N} = \frac{\beta_{\ell_{\text{max}}}}{\sigma_{\beta_{\ell_{\text{max}}}}}.$$  \hspace{1cm} (12)

5.2 The angular correlation function (ACF)

This cross-correlation estimator, defined in real space, is computed from the subset of unmasked pixels from

$$\tilde{w}(\theta) = \frac{\sum_{i,j} \delta_{\ell}(\hat{r}_i) \delta_{\ell}(\hat{r}_j)}{\sum_{i,j} \delta_{\ell}(\hat{r}_i) \delta_{\ell}(\hat{r}_j)},$$  \hspace{1cm} (13)

where the sum runs over the subset of pixels i, j that lie at a distance $\theta$. This method is related to the previous one: it can easily be shown that the full sky theoretical expectation for the ACF can be written in terms of the ACPS as

$$w(\theta) = \frac{2\ell + 1}{4\pi} C_{\ell}^{\text{ISW}} P_{\ell}(\cos \theta),$$  \hspace{1cm} (14)

with $P_{\ell}(x)$ the Legendre polynomial of order $\ell$. From this expression, it is easy to see that ACF estimates at different angular separations ($\theta$s) will be highly correlated, since they are merely the sum of the same underlying $C_{\ell}^{\text{ISW}}$ s with different weights (provided by the Legendre polynomials). The highest S/N is expected at zero lag ($\theta = 0$), for which all multipole contribute ($P_{\ell}(1) = 1$ for all $\ell$). As for the ACPS, in order to estimate the rms of the ACF estimates we first run MC on the CMB component as a null hypothesis test. If an evidence for a cross-correlation is found, then MC on the galaxy template will be implemented. Both CMB and galaxy maps are normalized to have zero mean in the area under analysis.

5.3 The spherical Mexican hat wavelet (SMHW)

The SMHWs form a family of filters defined, in real space, as

$$w(R, \hat{r}) = \frac{1}{\sqrt{2\pi N(R)}} \left[ 1 + \left( \frac{R}{y} \right)^{2} \right] \exp \left[ -y^{2}/(2R^{2}) \right],$$  \hspace{1cm} (15)

where $R$ provides the filter scale,

$$N(R) = R \sqrt{1 + \frac{R^{2}}{R^{2}} + \frac{R^{2}}{4}},$$  \hspace{1cm} (16)

and $y$ is related to the angular distance $\theta$ by $y = 2 \tan \frac{\theta}{2}$. Each scale $R$ defines a limited range of multipoles to which the filter is sensitive, as shown in Fig. 2. Therefore, by first convolving the temperature and galaxy maps with these filters and then computing the cross-correlation of the resulting maps, one obtains constraints on cross-correlation at different angular scales. One should, however, keep

---

5 healpix URL: http://healpix.jpl.nasa.gov

6 In the standard homogeneous and isotropic scenario $\delta_{\ell} = (2\pi)^3 P_{\ell}(k)$, and as a consequence for $f_{\delta \phi}$ = 1 we have $\left[ \langle \delta_{\ell}^{x} \delta_{\ell}^{y} \rangle \right] = \frac{C_{\ell}}{\ell} \int_{k_{\text{min}}}^{k_{\text{max}}} \frac{P_{\ell}(k) k^{2}}{(2\pi)^3} dk$, where $\delta_{\ell}^{x}$ is the Kronecker delta ($\delta_{i,j}^{x} = 1$ if $i = j$ and $\delta_{i,j}^{x} = 0$ otherwise), i.e. different multipoles are uncorrelated.
in mind that these angular ranges are not disjoint, and hence results for different values of \( R \) will a priori be correlated. For the first implementation of SMHW in ISW studies, see Vielva et al. (2006), while further insight in the SMHW properties can be found in e.g. Martínez-González et al. (2002). This implementation is relatively simple: multipole coefficients for the wavelet at each scale \( R \) are first computed \( \tilde{a}_{\ell, m}(R) \). Given the azimuthally symmetric form of equation (15), only \( m = 0 \) multipoles contribute and the convolution is performed by simply multiplying the multipole estimates \( \tilde{a}_{\ell, m}(R) \) by the corresponding wavelet counterpart \( w_{\ell, m = 0}(R) \). Maps are inverted back on to real space, and the zero lag cross-correlation is computed as the average product outside the mask, by

$$
\Pi(R) = \sum_{i=1}^{n} \frac{\delta T(R, \hat{\eta}_i) \tilde{s}(R, \hat{\eta}_i)}{\sum_{i=1}^{n} 1},
$$

where \( \delta T(R, \hat{\eta}) \) denotes the convolved version of map \( s(\hat{\eta}) \) with SMHW at scale \( R \), and the sum runs only through pixels outside the mask. As in previous cases, MC CMB mock maps were produced and processed exactly as WMAP9 data, and the outcome of these tests provides the null case probability distribution function for the \( \Pi(R) \)s, to which observed data results are to be compared. In particular, those simulations provide the rms for each \( R \) scale \( \langle \sigma_{\Pi(R)} \rangle \).

As for the ACPS, we build the statistic

$$
\tilde{\beta}_j = \sum_{i=1}^{n} \frac{\tilde{\Pi}(R_i)}{\sigma_{\tilde{\Pi}(R_i)}},
$$

$$
\tilde{\Pi}(R_i) = \sum_{i=1}^{n} \delta T(R_i, \hat{\eta}_i) \tilde{s}(R_i, \hat{\eta}_i)
$$

where the indexes \( i \) and \( j \) run for the different filter scales \( R \) considered. The different terms in the sum of the right-hand side of this equation are correlated, although the MC simulations account for those correlations and are able to provide an estimate of the rms for this statistics \( \sigma_{\tilde{\beta}_j} \). After adding the contribution from all scales, we quote the total S/N ratio obtained with this statistics, i.e.

$$
\frac{S}{N} = \frac{\tilde{\beta}_{nl}}{\sigma_{\tilde{\beta}_{nl}}},
$$

where the subindex ‘nl’ denotes the total number of filters considered.

6 RESULTS

In this section we present the results obtained with the three different cross-correlation methods described above, and is divided in two subsections. In the first subsection, we build mock galaxy catalogues following the SDSS-III/BOSS LG clustering and redshift distribution properties (according to our reference \( \Lambda \)CDM cosmology). These LG mock catalogues have shot noise levels identical to those in real data. Each of those galaxy mocks is correlated to a simulated Gaussian ISW map following the angular power spectrum computed in the same cosmological model, and each simulated ISW map is added to a Gaussian CMB component according to the angular power spectrum of the CMB anisotropies generated at the SLS. Thus, we have two sets of simulated maps, one for galaxies and one for CMB. Real sky masks are applied when feeding these simulated maps in our analysis pipeline. The second subsection presents the results obtained from observed data, under different levels of corrections for systematics, and are to be compared to the results of the previous subsection. The impact of other artefacts associated with the effect of the mask under use is also addressed in this section, while the description of the attempts to correct for potential systematics is provided in Appendix A. As mentioned above, most of the cross-correlation analyses were performed at the more easily manageable map resolution of \( N_{\text{side}} = 64 \). However, some consistency tests were run under \( N_{\text{side}} = 128 \).

6.1 Results from \( \Lambda \)CDM simulations

Fig. 3 displays what should be expected for our cross-correlation analysis in a typical concordance \( \Lambda \)CDM simulation. One random LG mock catalogue was analysed in conjunction with a correspondingly simulated (and correlated) CMB map, under the same conditions of sky coverage as the observed data. The left-hand panel shows the results for the ACPS analysis: red circles denote positive values for the ACPS multipoles, while blue squares correspond to negative values. This convention is followed in the other panels. The dashed and solid lines correspond to the 1\( \sigma \) and 2\( \sigma \) levels, respectively, obtained after running 10 000 MC CMB simulations under the null hypothesis, i.e. our LG mock catalogue is kept fixed and CMB skies are generated and cross-correlated to it. This is also the procedure used when interpreting the results from the SMHW and ACF tests. A \( \chi^2 \) computation on our ACPS estimates with respect to the null hypothesis (for which all \( C_{\ell, \text{ISW}}^{f} = 0 \) yields \( \chi^2 = 28.1 \)). This is obtained after grouping all multipoles in the 32 different bins shown in the figure: about 66 percent of the null simulations yield higher values of \( \chi^2 \), so this test does not seem to be too sensitive to the ISW-induced correlation. The \( \beta \) statistic defined in equation (11) yields a S/N of 2.19 (according to equation 12), which reflects the presence of at least five positive points at the 2\( \sigma \) level in the
the low \( \theta \) level in \( \sigma \) from the \( \tilde{\beta} \) with the other two statistical methods. Of the simulations provided higher values of \( 1 \sigma \) and \( 2 \sigma \) null simulations, which are nevertheless sufficient to define the error bar at zero lag only (\( \theta = 0 \)) after running 10 000 MC simulations for particular cases, and by gathering information at all scales, we obtain \( S/N \). We find an integrated significance at the \( S/N \). Solid and dashed lines display the 1\( \sigma \), 2\( \sigma \) confidence level after 10 000 MC CMB simulations under the null hypothesis. When combining all multipoles, we find an integrated significance at the \( S/N \approx 2.19 \). Middle panel: results for the SMHW test after considering scales of \( R = 3.3, 4.2, 5, 6, 8.3, 10, 12.5, 15, 17, 5 \). Again, solid and dashed lines display the 1\( \sigma \), 2\( \sigma \) confidence level after 10 000 MC simulations under the null hypothesis. When gathering information at all scales, we obtain \( S/N \approx 1.65 \). Right-hand panel: results of the ACF analysis. Dashed and solid lines have same meaning as in previous panels, although these are built upon only 100 MC simulations. At the low \( \theta \) range the ACF lies around the 2.2\( \sigma \) significance level, in good agreement with the other two statistical methods.

left-hand panel of Fig. 3, together with a majority of positive values of the cross-spectrum estimates.

In the middle panel of Fig. 3 we display the results for the SMHW coefficients. On all scales the coefficients are positive, and, on the largest scales, they cross the 2\( \sigma \) level. In this case, for the nine filter scales under consideration we obtain \( \chi^2 = 13.96 \) (about 12 per cent of the simulations provided higher values of \( \chi^2 \)). The \( S/N \) obtained from the \( \tilde{\beta}_{nl} \) statistics, introduced in equation (19), yields 1.65, and 4.82 per cent of the 10 000 MC null simulations provided higher values of \( \tilde{\beta}_{nl} \). Finally, the ACF analysis is based upon only 100 MC null simulations, which are nevertheless sufficient to define the 1\( \sigma \) and 2\( \sigma \) levels. This was verified by looking at the error bars after running 500 MC simulations for particular cases, and by computing the error bar at zero lag only (\( \theta = 0 \)) after running 10 000 MC simulations. In this case, the ACF goes above the 2\( \sigma \) level in the low \( \theta \) range (\( S/N = 2.26 \) at \( \theta = 0 \)), see right-hand panel of Fig. 3.

The values obtained for the \( S/N \) in the ACPS and SMHW analysis are in good agreement, within 0.5\( \sigma \), with the theoretical prediction of \( S/N \approx 1.67 \) quoted in Section 4. After running 10 000 additional MC simulations containing correlated CMB maps and LG mocks, we obtain average \( S/N \) values of 1.48 and 1.44 for the ACPS and SMHW algorithms, respectively. Likewise, the average zero lag \( S/N \) of 100 mock estimates of the ACF amounts to 1.48, which is in excellent agreement with the other two algorithms. These \( S/N \) average values are within 14 per cent of the (approximate) theoretical estimate of 1.67 obtained from equation (8).

One further issue to address is to what extent the corrections applied on the LG templates would affect the \( S/N \) of our cross-correlation estimators. In Appendix A we describe the procedure by which the LG number density is corrected from possible correlations to known potential systematics (such as stars, sky emission or dust extinction). We use the difference between the raw LG density map and the one accounting for all possible corrections (namely star density, mask pixel value, seeing, sky emission, dust extinction and airmass; see Appendix A). This difference map (Fig. A5) constitutes our template for the systematic impact on our mock galaxy templates. We run again the same set of MC simulations accounting for the correlation between the galaxy mocks and the CMB realizations, but after adding our template for systematics to each simulated galaxy number density map. In this new set of simulations, the average values for the \( S/N \) statistics amount to 1.20 and 1.19 for the ACPS and SMWH approaches, respectively; while the average zero lag amplitude of 100 MC mocks of the ACF yield a \( S/N \) of 1.03. This exercise demonstrates that the average impact of the systematics that our analysis has identified and corrected amounts to a 17–30 per cent decrease of the average \( S/N \), due to a corresponding increase in the measurement errors. Although significant, these changes are not as critical as those induced in the autopower spectra of the galaxy samples at the low-\( \ell \) regime (see Figs A3 and A4 in Appendix A).

6.2 Results from observations

In agreement with the tests described above, an investigation of the impact of the correction for systematics in the recovery of the \( S/N \) of the LG–ISW cross-correlation shows that, on the observed data set, the corrections for potential systematics described in Appendix A have an effect at the 23–30 per cent level of the total \( S/N \).

In this section, we are showing results for the \( V \) band of WMAP, but we have checked that they are very similar to the results obtained in the \( Q \) and \( W \) bands. In Fig. 4 we display the results, under \( N_{side} = 64 \), for the corrected galaxy template. In this case, the \( \chi^2 \) test yields 38.1 for 32 dof, i.e. not able to rule out by itself the null hypothesis (more than 21 per cent of the null-case MC simulations provided higher \( \chi^2 \) values). In terms of the \( \tilde{\beta} \) statistic for the ACPS, the \( S/N \) becomes 1.62 (only 4.85 per cent of the mock simulations provided larger values of this statistic). For the SMHWs, \( \chi^2 = 9.34 \); this test is again less conclusive than the \( \tilde{\beta}_{nl} \) statistics, which yields \( S/N = 1.67 \). Finally, the zero-lag amplitude of the ACF analysis results in \( S/N = 1.69 \), close to the other two estimates. Had no correction for systematics been applied, the attained \( S/N \) levels would have been considerably lower. For instance, for the ACPS and SMHW \( \tilde{\beta} \) statistics, the \( S/N \) values fall to 1.24 and
Figure 4. Results from cross-correlating WMAP 9-year V band with LG templates constructed from LOWZ and CMASS samples after correcting for stars, mask value, seeing, sky emission, dust extinction and airmass. In all panels red (blue) symbols denote positive (negative) values, and dashed and solid lines display the 1σ and 2σ confidence levels, respectively. Panel organization is identical to Fig. 3. In this case, the S/N ratio obtained from the ACPS, SMHW and ACF methods lies at the 1.62–1.67σ level, in good agreement with the ΛCDM predictions.

Figure 5. Same as Fig. 4, but after using the raw LG templates, before applying any correction. The overall S/N level decreases significantly (∼0.5σ) when compared to the corrected one shown in Fig. 4.

1.16, respectively, while the zero-lag amplitude of the ACF yields S/N = 1.27. A comparison between Figs 4 and 5 shows that the artefacts present in the raw maps only slightly bias the cross-correlation estimates, while widening considerably the allowed area for the 1σ and 2σ confidence levels (i.e. increasing the effective error bars of the cross-correlation analysis).

The wavelet product maps provide a visual description of the areas where the cross-correlation between the galaxy and CMB maps is built. In Fig. 6 we display the product of the wavelet convolved maps at the scale of 6.6 degrees, in units of the rms of the same map. The excess of positive spots over negative ones gives rise to the ∼2σ excursion at that scale in the middle panel of Fig. 4.

We next explore how the recovered S/N levels depend on the mask choice. In our standard mask, we consider for analysis pixels with mask values at $N_{\text{side}} = 64$ ranging from 0.9 up to 1. We have checked that making the mask equal to one in all those pixels introduces negligible changes (below the per cent level in S/N). Since downgrading the original mask to $N_{\text{side}} = 64$ introduces border effects, we have applied a smoothing kernel to these maps to ensure a smooth transition.

Figure 6. Mollweide projection in Galactic coordinates of the wavelet product map at a scale of $R = 6.6 \degree$ from WMAP 9-year V and LOWZ+CMASS data. Units are in the rms of this product map, and the central longitude corresponds to $l = 0 \degree$. 
effects that force a \(\sim 16\) per cent decrease of the effective area under analysis, we conduct a single ACPS and SMHW test at \(N_{\text{side}} = 128\) resolution. At this resolution, the allowed sky fraction where border effects are kept under control increases to \(f_{\text{sky}} \approx 0.23\). If S/N truly scales as \(\sqrt{f_{\text{sky}}}\), then one would expect a \(\sim 7\)–10 per cent improvement of the S/N. In practice, for the corrected LG template we obtain, after 1000 MC null simulations, S/N values of 1.97 and 1.77 for the ACPS and SMHW tests, respectively. These values constitute an increase of 0.35 with respect to the \(N_{\text{side}} = 64\) case. While the SMHW S/N increase is in perfect agreement with the predicted \(f_{\text{sky}}\) scaling, the ACPS one is considerably higher (\(\sim 0.2\sigma\)) than expected, although in the appropriate direction.

The results obtained after implementing an amplitude (\(A\)) fit to a template, as in Giannantonio et al. (2012), are very similar to the ones presented above. For instance, for the systematic-corrected case addressed in Section 6.2 (and depicted in Fig. 4), the ACPS provides S/N = 1.62, while the template fit provides \(A/\sigma_A = 1.48\) (within a 10 per cent difference). Likewise, for the \(\Lambda\)CDM simulation displayed in Fig. 3, the ACPS test provides S/N = 2.19, whereas the template fit yields \(A/\sigma_A = 2.39\), again less than a 10 per cent difference.

Even under \(N_{\text{side}} = 128\), our results cannot rule out by themselves an EdS scenario at the \(2\sigma\) level, this is simply a consequence of the S/N for our samples. Indeed the S/N we find is in excellent agreement with theoretical expectations based upon the concordance \(\Lambda\)CDM cosmology (e.g. we find S/N = 1.69 for the ACF and predict S/N = 1.48 for the concordance \(\Lambda\)CDM).

7 DISCUSSION AND CONCLUSIONS

After implementing three different statistical approaches to measure the cross-correlation between the CMB and our SDSS-III/BOSS luminous galaxy template, we have found good consistency among their outputs both on simulated and observed data. The mock simulations have shown levels of S/N close to the theoretical prediction of S/N \(\sim 1.67\). In particular, an ensemble of coherent simulations have provided average levels of correlation within 14 percent of the theoretical estimate, while the analysis of a single random mock realization also yields consistent significance levels within half \(\sigma\) from the expected value. The impact that inaccuracies in the systematic removal may have on the obtained S/N is found to be at the \(\sim 20\)–30 per cent level for our mock galaxy samples, and hence it becomes of relevance when comparing accurate model predictions obtained from numerical simulations with analysis obtained from observational data.

The solid consistency among the three different statistical methods provides evidence for the robustness to the cross-correlation results involving WMAP 9-year data and SDSS-III/BOSS data. For all three ACPS, SMHW and ACF analyses, the S/N levels are found to lie between 1.62\(\sigma\) and 1.69\(\sigma\). Furthermore, we have found that not correcting for the impact of systematics on the measured LG number density does change the low \(\ell\) angular autopower spectrum estimates; this translates into a lost of S/N at the \(\sim 0.5\sigma\) level.

Our results on the observational data are in good agreement with the \(\Lambda\)CDM predictions since they lie within a half \(\sigma\) from theoretical expectations, although they do not exclude a EdS scenario by themselves. Our results are in clear tension, however, with results obtained from earlier SDSS data sets. Somewhat peculiarly, the significance of ISW detection in SDSS data sets has tended to decrease as the data set has gotten larger. Fosalba et al. (2003) reported a 3\(\sigma\) ISW detection using an early release of the SDSS main galaxy sam-
the predictions for the level of ISW signature on the large-scale structure. Although our results are in good agreement with expectations, they do not provide conclusive evidence for the presence of ISW.

In practical terms, we conclude that the study of the ISW effect becomes limited by the accuracy to which a given galaxy survey can characterize its source distribution. Uncertainties not only in the galaxy bias, redshift distribution and evolution but also the impact of sources of systematic uncertainty on large scales are currently higher than the uncertainties in the CMB maps, and hence they control the prospects for the ISW characterization. This issue reaches greater relevance when different surveys (each of them with their own uncertainties) are combined in a single ISW cross-correlation study (e.g. Ho et al. 2008; Giannantonio et al. 2012). The future of ISW science does not seem to reside so much on the CMB data, but on the side of an accurate cartography of the large-scale structure of the Universe.
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APPENDIX A: SYSTEMATICS IN THE LG DATA

It is well known that the measured SDSS DR8 LG density on
the sky is affected by several systematics (see the study for the
CMASS sample of Ross et al. 2011; Ho et al. 2012). The impact
of stars is known to be the most relevant, although in this section
we attempt to correct for the biases introduced by other possible
systematics such as the effective value of the mask in each pixel,
the seeing, the sky emission, the dust extinction and the airmass.
The star density template was built upon a star catalogue restricting
the $i_{mod}$ magnitude range [17.5, 19.9]. The mask used in our
analysis only considers pixels at $N_{side} = 128$ resolution having
mask value above 0.85. There exist records of the average seeing
at each observed pixel (given in arcsec), and of the average sky
emission in the $i$ band (given in nanomaggies arcsec$^{-2}$), together
with the dust-induced extinction in the $r$ band, $A_r$, derived from the
dust maps of Schlegel, Finkbeiner & Davis (1998). Finally, we also
considered the airmass as potential source of LG number density
modulation.

In our approach we investigate the scaling of the LG density with respect to quantities that are possible sources of systematics,
separately for the LOWZ and CMASS samples. When studying
the significance of this scaling it is assumed that LGs are Poisson
distributed, i.e. we neglect their intrinsic clustering. This approach
allows us to assign error bars to each scaling in a cosmology-
indeoendent way, which are however too small, and this must be
present when interpreting the scalings.

When building the raw CMASS galaxy density template, we
weight each galaxy by its star–galaxy separation parameter ($p_{sg}$),
which provides the probability of a given object to be mistaken by
a star (Ross et al. 2011). This parameter was, however, ignored for
the LOWZ sample, since in this case there is significantly smaller
chance for confusing a galaxy with a star. In Fig. A1 we study the
variation of LG density with respect to star density, the mask pixel
value and the seeing. The top row shows the relative fraction of the
observed sky in each bin of each potential systematic (star density,
mask value and seeing value), in such a way that the integral under
the histogram equals unity. The middle (bottom) row corresponds

![Figure A1. Scaling of the LG number density versus different potential systematics, namely star density, mask pixel amplitude and seeing (first to third column). Top row panels provide the fraction of the observed area versus the amplitude of the potential systematic, such that the integral below the histograms should equal unity. The middle and bottom rows refer to the CMASS and LOWZ samples, respectively. Black (blue) circles display the scaling before (after) correction (see text). Red solid line displays a spline fit to the measured scaling of the LG number density with respect to each potential systematic.](http://mnras.oxfordjournals.org/content/10.1093/mnras/stv493)
to the CMASS (LOWZ) sample. In the middle and bottom panel rows, the black filled circles denote the scaling of LG density versus the corresponding potential systematic. The red solid line, in each panel, displays the spline fit to that scaling, and the blue filled circles show the result after correcting the LG density field by the scaling provided by the spline fit. The LG density field corrected for the ‘$X$’ potential systematic is given by $n_{\text{g}}^{Xc}(n)$ in

$$n_{\text{g}}^{Xc}(n) = \frac{n_{\text{g}}(n)}{S[X(n)]},$$  \hspace{1cm} (A1)$$

where $n_{\text{g}}(n)$ denotes the raw LG number density. The vector $n$ denotes a given direction/pixel on the sky. The symbol $S[X(n)]$ denotes the spline fit of the LG number density – systematic ‘$X$’ scaling evaluated at the value $X(n)$. The normalization for this correction is such that the average LG number density before and after correction are identical. As mentioned above, error bars assume Poissonian statistics. This figure format is identical to that of Fig. A2, where the correction for sky emission, dust extinction and airmass are considered.

Each LG density map is corrected for each systematic in succession as displayed from left to right in Figs A1 and A2. The order at which each potential systematic is corrected should not matter if the effects are independent. However, stars and dust extinction are strongly correlated to Galactic latitude in a similar way, so this analysis requires more caution. From Figs A1 and A2 it is clear that stars seem to be significantly modulating the LG number density, since for both LOWZ and CMASS samples the LG number density decreases rapidly with star density (although admittedly the effect is slightly stronger for the LOWZ sample). In either case, the corrected number density seems not to show any remarkable dependence on star density on more than 99 per cent of the observed area (see blue circles below $\sim$900 deg$^{-2}$). As shown in the middle panels, the LG number density appears to steadily decrease for increasing values of the mask, suggesting a too conservative estimate of the amount of area masked out around holes present in the footprint. This is common for LOWZ and CMASS samples. When studying this scaling for the degraded $N_{\text{side}} = 64$, this scaling is flipped, and at low mask pixel values one finds lower galaxy densities, pointing to a clear footprint border effect. This is common for LOWZ and CMASS samples.

The seeing, conversely, does not appear to significantly modify the LG number density: only for the CMASS sample are there any hints of a trend by which less LGs are identified in regions with worse seeing, although this induces a small correction in the resulting LG number densities.

The left-hand column in Fig. A2 shows that the sky emission modulates the CMASS LG number density in a non-intuitive way: the CMASS number density appears to increase with sky emission. However, this trend is based upon a relatively small fraction of the observed area ($<8$ per cent), so, if real, it should have a relatively modest impact. LOWZ sample does not show evidence for such a behaviour. On the other hand, dust appears to influence the LOWZ number density but not the CMASS one (see middle column in Fig. A2). Since dust and stars are spatially correlated on the sky, we explore the scaling of LG density with respect to dust extinction before and after correcting for the star density: we find no evidence for any significant change in the LG density versus dust extinction scaling. Only the LOWZ sample scaling suggests that dust may induce confusion in the identification of LOWZ LGs, since the relation of the CMASS number density with dust extinction is essentially flat. Finally, the airmass seems not to introduce a
significant trend in the LG number density, as shown by the right-hand column of Fig. A2.

In Figs A3 and A4 we display the induced changes in the resulting angular power spectra. These spectra are computed after correcting for the bias induced by the sky mask by means of the MASTER approach (Hivon et al. 2002). Since we shall perform cross-correlation studies with CMB maps, and in these maps the dipole has no cosmological information, we choose to remove the residual dipole in the effective area in both CMB and LG sky maps using the REMOVE_DIPOLE routine of the HEALPix distribution. In those plots, the correction for stars introduces the largest changes in the estimated angular power spectra, since the quadrupole ($\ell = 2$) and the multipole band centred at $\ell = 5$ drop by factors of $\sim 20$ and 6, respectively, for the CMASS sample (changes for the LowZ sample are much more modest). Practically all corrections leave all band power above $\ell = 5$ effectively unchanged, while the first two band power spectra display a more unstable behaviour. After star correcting the CMASS sample, the band power centred at multipoles $\ell = 2, 5$ typically shift between $4 \times 10^{-6}$ and $3 \times 10^{-5}$. For the LOWZ sample the band power centred at $\ell = 5$ barely shifts from $\sim 1.2 \times 10^{-5}$, while the one centred on the quadrupole ($\ell = 2$) is negative until the dust extinction correction is applied (negative cases are denoted by crosses rather than filled circles in those figures). The MASTER algorithm may provide negative outputs of autopower band spectra for cases where these are very poorly constrained (as is the case here). Corrections are applied sequentially, so that the last correction is made upon a map previously corrected for all previous possible systematics.

The total changes in our template for angular galaxy density can be seen in Fig. A5. Clearly visible is a low Galactic latitude increase in the galaxy density (a compensation for the star-induced galaxy obscuration). Also visible are stripes corresponding to the survey scanning strategy. The average galaxy number density in the corrected map lies close to 160 deg$^{-2}$.

APPENDIX B: THE ANGULAR POWER SPECTRA OF THE LG DENSITY TEMPLATES

In this section we address the computation of the angular power spectrum of the LOWZ and CMASS LG samples after conducting the corrections for systematics. We use the MASTER algorithm to correct for the bias induced by the joint sky mask (respecting only a $\sim 23$ per cent of the sky) on the measured angular power spectrum. The outputs of the MASTER algorithm in each of our galaxy samples are displayed by red crosses in the three panels of Fig. A6 for LOWZ, CMASS and LOWZ+CMASS samples, from left to right, respectively. The entire multipole range is divided in different bins, in which MASTER provides an estimate of the band power spectrum. Using the redshift distribution obtained for each of the galaxy samples displayed in the left-hand panel of Fig. 1, we compute the linear prediction for the angular power spectrum of the angular density contrast. We next fit a constant bias for each galaxy sample: in order to minimize the impact of non-linear effects, we restrict ourselves to the band power spectra contained in the multipole range $\ell \in [2, 100]$. Each band power estimate is initially assigned an error equal to $\hat{C}_\ell \sqrt{2/(2\ell + 1)/n_{\Delta \ell}}$, where $\hat{C}_\ell$ is the MASTER
Figure A4. Same as in Fig. A3 but referred to sky emission, dust extinction and airmass.

Figure A5. Mollweide projection in Galactic coordinates of the effective correction applied to the combined LOWZ–CMASS galaxy templates, in units of deg$^{-2}$, with central Galactic longitude at $l = 0$. The average galaxy number density in the uncorrected map is close to 160 deg$^{-2}$.
output for the band power estimate, $\ell$ is the bin central multipole and $\Delta \ell$ its width. With these error estimates, we perform a $\chi^2$ fit to a constant bias relating the observed power spectra and linear theory predictions in our concordance WMAP9-year ΛCDM model. For the LOWZ, CMASS and LOWZ+CMASS samples, we obtain constant bias values of $b = 1.98 \pm 0.11, 2.08 \pm 0.14$ and $1.88 \pm 0.11$, respectively. As predicted by the scaling of the bias versus comoving number density of Nuza et al. (2013), the measured bias values decrease for the sample having higher number density. Although such scaling is referred to the bias computed in space, in our case we find that the joint LOWZ+CMASS sample, having higher angular density than the other two, yields a slightly smaller bias value as computed from the ratio of angular power spectra. It is nevertheless worth noting that the bias estimates do not deviate from each other more than $2\sigma$.

With these values for the LG bias we next perform 1000 MC full-sky Gaussian simulations of galaxy density, which are renormalized to have the observed average galaxy number density of each sample. These full-sky Gaussian simulations follow an input angular power spectrum and are produced with the HEALPix tools, which introduce some smearing due to the pixel window function in the simulated maps. We further run Poissonian realizations of the expected number of galaxies in each map pixel, hence providing our galaxy density templates the corresponding level of shot noise predicted by Poissonian statistics. Each full sky map is multiplied by the effective sky mask used in observed data analysis, and the monopole and dipole are removed from the remaining sky fraction.

The resulting map is then analysed with the MASTER algorithm, which produces estimates of the angular power spectrum from our surviving sky fraction. After correcting for the pixel window function and the shot noise term (which equals $1/n$, with $n$ the average galaxy number density in each sample), we obtain the average recovered angular band power spectra estimates displayed by filled black circles in Fig. A6. These symbols closely follow the linear prediction of the angular power spectra for each sample, after being boosted by the square of the corresponding bias factor (see solid black lines in each panel). Only the first band power estimate (centred at $\ell = 2$) clearly deviates from the linear prediction: this is a consequence of removing the dipole within our effective sky coverage. Since $f_{\text{sky}} < 1$, the dipole is coupled to immediately higher multipoles, and removing the dipole in our effective sky biases low the first band power estimate. The rms of each band power estimate around the average value is displayed as the effective error bar assigned to the real band power estimates, depicted by red crosses in Fig. A6. Finally, shot noise levels are depicted, for each sample, by horizontal dashed lines.

We next address the question on how consistent is the data with the linearly biased ΛCDM linear theory prediction for each of the three galaxy surveys. For that, we use the 1000 MC simulations described above to construct a covariance matrix between the different band power spectra estimates. This allows conducting a $\chi^2$ test for the measured angular band power spectra for each galaxy sample on the (biased) linear theory predictions. When restricting to multipoles below $\ell = 100$, non-linear effects are not important and we obtain, for the 21 band power spectra estimates, $\chi^2$ values of 13, 30 and 26 for the LOWZ, CMASS and LOWZ+CMASS samples, respectively. For these galaxy samples, we find that 91, 12 and 26 per cent of the MC simulations yield higher $\chi^2$ values than those produced by the observed data, i.e. the measured angular power spectra are compatible with the linearly biased model predictions. However, when a wider multipole range is considered, then non-linear effects appear and the $\chi^2$ test yields worse results: for all band power spectra below $\ell = 154$, 14, 0.3 and 29 per cent of the MC simulations provide higher $\chi^2$ values. Furthermore, when looking at the entire range $\ell \in [2, 205]$, those ratios become 0, 0 and 3.5 per cent for the LOWZ, CMASS and LOWZ+CMASS samples, respectively. Clearly, by including smaller scales one considerably worsens the fit. Out of the three samples, the most noisy seems to be the CMASS sample, with typically larger $\chi^2$ values, while lower $\chi^2$ values are produced by the LOWZ sample when remaining below $\ell = 100$.

The observed data points in Fig. A6 are overall in good agreement with the corresponding linear theory predictions in our Gaussian concordance ΛCDM model, pointing to a low level of primordial NG. We next restrict our analysis to the combined LOWZ+CMASS sample. We implement the local non-Gaussian bias model used in

Figure A6. Angular power spectrum estimates for the LOWZ (left-hand panel), CMASS (central panel) and LOWZ+CMASS (right-hand panel) samples. Observed data are displayed by red crosses, while the average of the output of 1000 MC simulations are provided by filled black circles. The best-fitting linearly biased ΛCDM prediction is provided by the black solid line; it constitutes the input for the MC simulations. Finally, the shot noise contribution is indicated by horizontal solid lines in each case.
Ross et al. (2013), which was itself inspired by Dalal et al. (2008) and Matarrese & Verde (2008). In this model, the effective bias is the addition of a (constant) Gaussian bias to a non-Gaussian contribution:

\[
b_{\text{eff}} = b + (b - 1) f_{\text{NL}}^{\text{local}} \frac{3\delta_c(z)\Omega_m H_0}{k^2 T(k) c^2} , \quad (B1)
\]

where \( b \) constitutes the Gaussian bias, \( \Omega \) is the total matter critical density parameter, \( H_0 \) is the Hubble constant and \( \delta_c(z) \approx 1/\bar{D}(z) \) is the spherical collapse overdensity, with \( D(z) \) the linear matter density growth factor. The function \( T(k) \) is approximated by the dark matter transfer function, \( k \) is the wavenumber in units of Mpc\(^{-1}\) and \( f_{\text{NL}}^{\text{local}} \) is the local NG parameter. We compute estimates of the angular power spectrum for the LOWZ+CMASS sample for different values of the Gaussian bias (\( b \in [1.70, 2.30] \) and the local NG parameter (\( f_{\text{NL}}^{\text{local}} \in [-300, 300] \)). We perform a direct computation of the posterior probability for the bias and \( f_{\text{NL}}^{\text{local}} \) after assuming Gaussian priors for the bias and assigning them rms values equal to those found in the \( \chi^2 \) test described above. We find, however, that our constraints are practically independent of the choice of these priors, and since uncertainties in the amplitude of the anisotropy normalization can also be attached to this parameter, our results are insensitive to this normalization. We restrict our analysis to the multipole range \( \ell \in [4, 100] \), and ignore the contribution of systematics to the covariance, since even for the band power centred on \( \ell = 5 \) the extra error induced by uncertainties in the correction procedure is in all but one cases negligible when compared to cosmic variance. For the spherical covariance of the \( C_{\ell}^{\text{ref}} \) we compute the covariance of the 1000 MC Gaussian simulations of our ACDM reference model, and scale it to the amplitude of the theoretical angular power spectrum of each model under consideration:

\[
\text{cov} \left( C_{\ell}^s, C_{\ell'}^s \right) \approx \text{cov} \left( C_{\ell}^{\text{ref}}, C_{\ell'}^{\text{ref}} \right) \left( \frac{C_{\ell}^{\text{ref}}}{C_{\ell}^{\text{ref}}} \right) \left( \frac{C_{\ell'}^{\text{ref}}}{C_{\ell'}^{\text{ref}}} \right) , \quad (B2)
\]

where \( C_{\ell}^{\text{ref}} \) refers to the theoretical angular power spectrum multipole for our ACDM model, and the superscript ‘i’ denotes the particular model considered in our two parameter (\( b, f_{\text{NL}}^{\text{local}} \)) space. This expression is equivalent to the assumption that the covariance matrix is dominated by cosmic variance. After taking a flat prior for \( f_{\text{NL}}^{\text{local}} \) in the range \( f_{\text{NL}}^{\text{local}} \in [-300, 300] \), we compute marginalized probabilities for both \( b \) and \( f_{\text{NL}}^{\text{local}} \). We recover practically the same central value for the Gaussian bias as in the \( \chi^2 \) analysis outlined above. However, the allowed range shrinks considerably (\( b = 1.86 \pm 0.09 \) at 95 per cent confidence level). On the other hand, the marginalized probability of the local non-Gaussian parameter peaks on 59 and is contained, at 95 per cent confidence level, in the range \( f_{\text{NL}}^{\text{local}} \in [-17, 134] \). The width of this allowed range increases by less than 10 per cent when assigning the band power centred on multipole \( \ell = 5 \), a 30 per cent higher uncertainty due to systematics (\( f_{\text{NL}}^{\text{local}} \in [-20, 143] \) at 95 per cent confidence level). We next consider including the band power centred on \( \ell = 2 \), despite the concern of it being affected by the dipole subtraction. In this case we allow systematics to increase the measured quadrupole error by 50 per cent, and still the allowed range for \( b \) does not change, while \( f_{\text{NL}}^{\text{local}} \) shrinks to \( f_{\text{NL}}^{\text{local}} \in [-2, 77] \) at 95 per cent confidence level, with the marginalized probability of \( f_{\text{NL}}^{\text{local}} \) peaking on 38. We conclude that the SDSS DR8 LOWZ+CMASS galaxy sample is compatible with the Gaussian scenario.

The allowed ranges for \( f_{\text{NL}}^{\text{local}} \) quoted here are in general narrower than those quoted in Ross et al. (2013) (\( f_{\text{NL}}^{\text{local}} \in [-45, 195] \) at 95 per cent confidence level), although in that case the method of handling and marginalizing for systematics is different. Although the works of Xia et al. (2010a, 2011) may have not considered explicitly the systematics under study in our work, they have excluded very low multipoles from their analysis, and yet they find some weak evidence for positive \( f_{\text{NL}}^{\text{local}} \). (\( f_{\text{NL}} = 48 \pm 20 \) at 68 per cent confidence level; Xia et al. 2011). Using a similar set of galaxies, Giannantonio et al. (2013) found results consistent with ours (\( -90 < f_{\text{NL}}^{\text{local}} < 120 \) at 95 per cent confidence level for their LRG only sample).

We finally address the issue of the north to south asymmetry. Our mock simulations allow us to construct statistics on the relative difference between the average number of galaxies in the north and south Galactic areas of the survey, for each of the three samples under consideration. On the observed data, we find that the average density mismatch between the north and the south regions amount to \(-3.7, -0.8\) and \(-1.9\) per cent. Ross et al. (2011, 2012) found similar differences in the north/south number densities, and found that these differences were consistent with the mean north/south photometric offsets determined by Schlafly & Finkbeiner (2011). None of the LOWZ mock simulations provides such a high mismatch, while 21 and only 0.2 per cent of the mocks are, for the CMASS and LOWZ+CMASS samples, at similar or higher levels of north-to-south asymmetry. Hence, we conclude that the LOWZ sample shows an excessive number of sources in the south part of the survey whose effects, however, should be largely mitigated in our analysis after removing the dipole in the fraction of area under cosmological analysis.

This paper has been typeset from a \TeX/\LaTeX file prepared by the author.