Laboratory simulations of fluid-induced seismicity, hydraulic fracture, and fluid flow
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A B S T R A C T

Fluid-induced seismicity has been observed and recorded for decades. Seismic energy necessarily requires a source, which is frequently related to rock fracture either in compression or tension. In both cases, such fracture may be promoted by crustal fluids. In this paper, we review some of the advances in the field of fluid-induced seismicity, with a particular focus on the use and application of new and innovative laboratory methods to better understand the complex, coupled, processes in shallow sub-surface energy extraction applications. We discuss the current state-of-the-art with specific reference to Thermal-Hydraulic-Coupling in volcanotectonic environments, which has a long history of fluid-driven seismic events linked to deep interface movement. This ranges from local earthquakes to fluid-driven resonance, known as volcanic tremor. More recently so-called non-volcanic tremor has been identified in a range of scenarios where motion at an interface is primarily driven by fluids rather than significant stress release. Finally, we review rock fracture in the tensile regime which occurs naturally and in the engineered environment for developing fractures for the purpose of resource extraction, such as hydraulic fracturing in unconventional hydrocarbon industry or developing Hot-Dry-Rock geothermal reservoirs.

© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Fluids in the crust are ubiquitous, generally following a hydrostatic pressure increase with depth as long as the host rock mass is sufficiently porous and permeable to allow free movement of fluids (e.g. Refs. 1, 2). Such a relationship applies to most crustal rocks, with the hydrostatic gradually deviating to the lithostatic pressure gradient over a depth range spanning 4 to 6 km. Below 8 km, most crustal rocks have insufficient connected porosity for significant permeability and so pore pressure is essentially the same as lithostatic pressure (e.g. Ref. 3; Ref. 4). Consequently, pore pressures at depth, when trapped in low permeability country rocks, give rise to natural hydraulic fracturing and are seen in a range of environments resulting in features such as veining and mineralization. In addition, elevated temperatures may drive more exotic styles of fluid-driven fracture due to hydration and friction on faults, which locally increase pore fluid pressure (e.g. Refs. 7–9) to fracture rocks in tension, their weakest failure mode (e.g. Refs. 1, 4).

At shallower levels (0–2 km), fluid-driven fracture is seen in a range of environments. In volcanic areas the combination of high geothermal gradient, geothermal and magmatic fluids, and an often complex hydrogeological system provides evidence for tensile fracture in magmatic bodies.10,11 There is evidence that a diverse range of seismo-tectonic activity (e.g. Chouet et al., 1996) accompanies these processes. This covers brittle (tensile) failure, known as volcano-tectonic (VT) events, to characteristic seismic signals resulting from resonance within the pressurized fluid, likened to the 'tone' generated from an organ pipe or resonator and known as long-period (LP) tremor. Although still controversial, a number of laboratory studies (e.g. Ref. 14; Fig. 1; Ref. 15) have confirmed the general principle of rock-fluid coupling behind these characteristic signals. For a time, this was thought to be specific to volcanoes, however recent evidence has revealed similar effects at depth (e.g. subduction zones), where fluids lubricating the fault zone and over pressurized fluids reducing the effective normal stress result in a
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plethora of slip events including similar signals known as non-volcanic tremor (e.g. Refs. 8, 16). In the case of the engineered environment, intentional hydraulic fracturing has now become a common method to extract unconventional oil and gas from otherwise inaccessible and unconnected porosity (e.g. Refs. 17–19).

This method, although controversial, has transformed the energy landscape, particularly in the US. However, induced seismicity, primarily generated as the rock mass is fractured in tension and triggering local earthquake swarms, also results from the reactivation of local fault zones. This remains a significant concern (e.g. Refs. 20–25).

Applications combining fluid-driven tensile failure and elevated heat flow, such as the volcano-tectonic areas noted above, also include geothermal energy production. Two forms of reservoirs are generally considered, the conventional “Hot-Wet-Rock” type of reservoir where the porosity of the host rock mass is naturally filled with fluid and engineered geothermal systems (EGS). In the former, extraction requires a simple well, as exploited in Iceland, where this system provides some 700 MW of power. In EGS (also known as “Hot-Dry-Rock”) two wells are required: a first well drilled into a rock mass is used to stimulate (fracture) the surrounding country rock, in addition to any natural porosity and permeability, and thus be hydraulically connected to a second well. Fluid is then pumped from one well to a second (or via a network of wells) using the natural heat from the rock mass to increase the temperature of a working fluid for energy extraction. Many areas are suitable for such development, such as mountain ranges (e.g. Italian Alps: Zappone et al.26) and volcanotectonic areas (e.g. Long Valley, California: Hildreth27). In the Philippines, which produces more than 1.8 GW of electricity from geothermal energy, conventional geothermal systems are combined with hydrofracturing to further improve well permeability and promote more water-rock heat transfer. However, stimulating a rock mass by injecting fluids to create tensile fracture networks to link the wells is not without risk. Unmapped pre-existing fractures, in common with hydrocarbon-driven hydraulic fracture, have frequently given rise to unexpected seismicity due to reactivation of dormant faults, such as reported during the geothermal project in Basel, Switzerland and in other geothermal systems (e.g. Refs. 28–31).

In all these cases, the energy release is often monitored for the purposes of fundamental research, safety and forecasting, as well as to better optimize resource extraction. In the case of geothermal extraction and hydraulic fracturing, simple “traffic light” systems are often used which pause operation if seismic events above a threshold are detected and thus to provide a safety control for seismic hazard.21,28 In geothermal extraction, experience in the Philippines suggests that the number and magnitude of seismic events is generally higher in areas with fluid extraction compared to the fluid injection areas. This is consistent with data from volcano-tectonics both in the field (e.g. Refs. 13, 32, 33) and the laboratory (e.g. Refs. 14, 34) which show that the fluid-rock interaction has a significant control on the radiated energy during pressure release, which is also related to phase changes (water to steam). The use of controlled laboratory experiments is now starting to place better constraints on the triggers (pressure, stress) that result in tensile fracture and shear events, and once a permeable network is generated, yield characteristic seismic signals generated by fluid-rock interaction. Acoustic Emission (AE) has a long history in the field of laboratory rock deformation and rock physics, with early work pioneered by researchers in the late 1970’s (e.g. Refs. 35–37). AE is typically described as a high frequency strain wave in the kilohertz to megahertz range, and is now well established as a proxy for field scale seismicity (e.g. Refs. 15, 34, 38–41). Such AE sensors may be operated passively (for 3D hypocentre location) or actively for determination of elastic wave velocities (e.g. Refs. 42, 43).

Importantly, the scaling of AE data follows power law relationships and thus allows similar statistics across these scales to be employed.44–46 The similarity arises because the probability of fracturing follows the classical Boltzmann statistical distribution at all length scales. It is likely that similar unifying principles will hold for events at different scales. This suggests that the event generation process is governed by crack morphology; under the stress conditions of interest, the crack distribution and morphology is likely to be scale-invariant.47 Such statistical methods are of crucial importance, as this type of analysis permits laboratory experiments (which we control) to investigate natural processes (which we cannot control) with some level of confidence. Finally, although the majority of experiments have tended to focus on qualitative effects (e.g. Refs. 15, 43, 48), recent data from calibrated AE is now closing the gap between quantified seismic data in the field, and how this links to the seismic source.49–52

Understanding these complex coupled processes is therefore difficult, both due to the inherent difficulty in observing the deep-seated processes, as well as the difficulty of rigorously measuring fluid-pressure driven mechanical effects in time and space. Yet, a full understanding of these is needed to optimize energy extraction in hydraulic fracture and geothermal systems, to name just two examples. In this paper, we review some of the methods developed over the last 15 years that apply innovative laboratory methods to simulate the process of hydraulic fracture and fluid-driven tensile mechanics. We then discuss this in the context of some recently acquired data using andesite taken from the South Negros geothermal field in the Philippines.

2. Methods

To better understand processes in the field, innovative laboratory methods have been widely developed. More recent work has now evolved to a point where a diverse range of parameters are measured simultaneously at very high sampling rates (e.g. fluid pressure, stress, strain), performed in conventional triaxial setups (e.g. Refs. 49, 53), and true-triaxial setups often using cubic specimens (e.g. Refs. 54, 55). In addition, innovative post-test techniques such as X-ray Computed Tomography (CT), and fluorescence of the crack tip are now exploring the details of the fluid-dynamics operating at the crack tip (e.g. Refs. 48, 56, 57). At the elevated temperatures applicable to geothermal extraction (but employing similar tensile fracture mechanics), the extreme conditions pose unique challenges to the experimentalist. Despite these challenges, a small number of laboratory studies have been reported ranging from the use of pressurized semi-molten rock (e.g. Refs. 58, 59), to a lower temperature (and more controllable) proxy such as softened PMMA (polymethyl methacrylate) or wax (e.g. Refs. 60–62). In these cases, the investigation is often more aligned to high temperature dyke injection and dynamics, rather than hydraulic fracturing. However, many authors in the field of volcanology do note that despite the obvious high temperatures involved, the fundamental tensile mechanics are essentially the same as per engineered applications such as fracking (e.g. Ref. 63).

Finally, laboratory methods at elevated pressure and temperature include simulations of fundamental fracture mechanics but without using high-pressure fluid, by using short rod specimens (e.g. Refs. 64, 65). However, this type of setup does carry with it the disadvantage that the specimen failure also concludes the experiment, as the short rod sample is no longer sealed.66

Importantly, and in common with all the above examples, the use of a well-controlled laboratory methodology has the key advantage of offering a controlled and consistent environment with which to test ideas. And, whilst the smaller scale samples are often cited as a weakness, the ability to quickly investigate the changing material properties and the effects on external stimuli
As fluid migrates, characteristic “Low Frequency events are preferentially generated, with the number of events (black line) accelerating dramatically as the temperature increases through the glass transition. After Ref. 14.

In some apparatus, an integrated furnace allows the setup to be heated, with the maximum achievable temperature usually dependent on the type of furnace used. For external furnaces, typically wrapped around the pressure vessel in ‘clam-shell’ or printed form, this is typically around 200 °C (e.g. Refs. 34, 69). Furnaces that are internal to the pressure vessel, usually utilizing Argon gas for the confining pressure medium rather than silicocone oil to avoid polymerization effects at high temperature and pressure, reach up to 1200 °C. Of the designs, the most ubiquitous is the “Paterson” apparatus, after its inventor. These allow a wide range of investigations including High-Pressure/High-Temperature elastic wave velocity measurements (Zappone and Benson, 2011; Fig. 3), fluid-driven seismicity (Refs. 14, 75; Fig. 1), phase changes (e.g. Refs. 7, 76) in addition to triaxial rock deformation (e.g. Ref. 77).

The two setups (Fig. 2B, C), in conjunction with high speed recording systems (Fig. 2A), allow a wide range of rock deformation (shear and tensile) studies to be performed, monitored via a suite of rock physics methods. Of these, three methods are common. Firstly, elastic wave velocity data (P-wave and S-wave) are generated by pulsing each of the AE sensors in sequence, with the remaining sensors receiving the waveform. Output waveform data (voltages) are received by a preamplifier and boosted by (typically) 20–60 dB according to received amplitude. By referring to the known positions of the sensors, elastic wave velocity is derived via the time-of-flight method of Birch.80 Secondly, the AE data may be used to locate the source of fracturing in 3D due to deformation (e.g. Refs. 37, 41, 79) by recording the full waveform received at each sensor and recording the onset time at each channel. Inversion for 3D hypocentre location may then be made based on the measured velocity model. The AE recording systems have evolved over the last 20 years from systems that simply digitize the discrete waveforms once a trigger criterion (typically when any single channel observes an AE event above a target threshold of approximately 5× noise level, or approximately 100 mV) had been met (e.g. Ref. 37), to continuous AE systems that continuously digitize the voltage to storage for later offline processing (e.g. Refs. 41, 68, 80). The later systems have the advantage of not missing any information during the time needed for the processors to record and then ‘re-arm’ for the next event. Both types of recorder typically digitize the data at a sampling rate of 10 MHz at 16-bit resolution.
Typical laboratory triaxial deformation apparatus (panel A) and sample assemblies for standard deformation with a shear-fault (panel B), and fluid-driven tensile fracture (panel C). In all cases a network of Acoustic Emission (AE) sensors records the generated micro-seismic activity for comparison to mechanical and fluid pressure data. Source: Modified from Refs. 34, 53.

If fluids are present, further experiments may then be made of the fluid flow through those damage zones, akin to the rock-fluid-turbulence driven volcanic tremor introduced earlier. Whilst hypocentre locations of the fluid-driven stage have been reported (e.g. Ref. 15; Benson et al., 2011) the emergent nature of the waveform and the generally lower energy of these events result in fewer locations compared to compressional/shear fracture. As an alternative, a simple ‘hit rate’ – defined as the number of times a channel exceeds a threshold voltage in a short time window – may be calculated. Although basic, this method is still useful for defining the rate of change of fracturing during very high-speed events, such as during tensile fracture, without recourse to exotic means to slow down the deformation such as AE feedback (e.g. Ref. 37). Thirdly, mechanical data consisting of axial and radial deformation is collected using sensors such as linear variable displacement transducers (LVDT’s), load cells and pressure sensors, and across a range of sampling rates appropriate to the process under test and suitable signal conditioning. Axial deformation is used as a servo control feedback loop to control the sample deformation (where used), at typical strain rates between of $1 \times 10^{-5}\, s^{-1}$ to $1 \times 10^{-3}\, s^{-1}$. To understand high pore fluid pressure changes during hydraulic fracture of samples or during the venting of water, data in recent studies 34,53 is sampled at low (1 Hz), high (10 kHz), and very high (10 MHz) rates. Taken together, these three methods permit a full ‘rock physics’ profile of the deforming system – either compression or tensile – to be recorded for later processing.

3. Typical data generated from modified triaxial assemblies and “rock physics ensembles”

The methods above have been widely reported in the rock deformation and rock physics literature, and although the reproduction of the precise conditions is not always feasible, the use of holistic approaches have greatly elucidated how changes in recorded parameters occur due to the imposed (measured) conditions simulating deep geophysical processes. To reinforce this, we present below three examples of recently published data across the three methods reviewed above.

(i) Elastic wave data: mineral effects and fracture damage zones.

It is well known that elastic wave velocities are very sensitive to changes in mineral composition, phases, and fracture and crack
damage of a rock mass (e.g. Refs. 42, 67, 81). This is due to a range of factors such as energy partitioning, reflection, and scattering/attenuation effects (e.g. Ref. 82). For this reason, it is important to both understand the effects that fracturing has on the seismic propagation in the material, often used for seismic tomography imaging of structures (e.g. Refs. 83, 84), and also to better understand the seismic source from measured surface data (e.g. Refs. 76, 85). Increasing temperature also has an effect, both from thermal stressing effects from differential expansion of mineral phases leading to grain boundary cracking lowering elastic wave velocity (e.g. Refs. 83, 86–88) but also due to phase changes, likely to be especially important in geothermal areas (e.g. Fig. 3; Zappone and Benson26). In addition, the directional dependence of the elastic wave velocity may be used to infer the orientation of a damage plane if sufficient data is available.89,90 Fig. 4 shows this effect using data from three volcanic rocks from the volcanic islands of El Hierro and Tenerife (Canary Islands, Spain) and Stromboli (Aeolian Islands, Italy) with initial porosities of 1.7%, 12.3% and 6.1% respectively49 where the normalized elastic wave velocity (P-wave) is tracked during fracture development across a range of incident angles relative to the shear fault plane (measured via post-test examination).

Using these rocks and the triaxial apparatus described above (Fig. 2A and B) with a dry sample, and a strain rate of $10^{-5}$ s$^{-1}$ to generate a shear fault due to compression, it is evident that the formation of the fault has a dramatic effect on the evolution of elastic wave velocity. In each case, as the experiments progress, elastic-wave velocity first increases, reaching a maximum as pre-existing cracks close. Cracks then reopen, finally coalescing into a shear fault when a significant decrease in P-wave elastic velocity is seen (e.g. Ref. 91).

In addition to this overall trend, the normalized velocity decrease is strongly dependent on the angle of the raypath with respect to the shear plane as verified from post-mortem analysis (Fig. 4). In samples with a low initial porosity (e.g. 1.7% Basalt from El Hierro volcano) the decrease in P-wave velocity is particularly high, varying from a 96% of initial (unfractured) velocity to 87% for raypaths at an oblique angle of 4 degrees to the failure plane. Conversely, velocity decreases for the other rocks (of higher initial porosities), whilst decreasing by 7%–8%, did not exhibit such a large decrease regardless of raypath angle (Fig. 4). In all cases, the velocity anisotropy (difference between lowest and highest wave velocities) increases markedly by the end of the experiment, due to the preferential alignment of the damage zone. The use of such data is useful as it acts as a control or calibration for methods that employ seismic tomography and reflection seismic data to understand the subsurface volcanic plumbing system (e.g. Refs. 86, 92, 93).

(i) Induced seismicity due to shear fracture, fluid-rock interaction, and fluid-turbulence

With a fracture established, regardless of setting or system, it is natural to consider the fluids present, as the majority of crustal rocks are fluid saturated.44 When fluids move rapidly through fractures and cracks, as widely postulated in active geological areas, swarms of seismic events are often recorded. Early evidence for so-called “tremor” was first noticed in and around active volcanoes where the method was once thought to herald a new and more accurate method to forecast volcanic unrest.12,13,95,96 Later studies have now found similar fluid-triggered seismicity in other tectonically active areas, such as in subduction zones where they are often referred to as “non-volcanic” tremor.8,16,75,85,86,97 Using the laboratory methods of Benson et al.15 and Fazio et al.34 there is clear evidence that these swarms are generated by a complex combination of the fluid-mechanical response of the system, and the effects of fluids decompressing and resonating through fractures and conduits in the rock mass.98,99 Fig. 5 shows typical data from such an experiment, where high fluid flow is induced by rapidly venting a high pressure pore fluid (water) via an electrically operated solenoid valve (Fig. 5A–C; Benson et al.15; Fazio et al.34). During the venting stage, a clear swarm of acoustic emission is seen, and linked to the damage zone.15 Furthermore, recent data suggests a link between the phase (or viscosity) of the fluid and the resonance frequency recorded during the swarm stage of the experiment.34 The complex rock-fluid coupled system also generates very specific signals known as tornillo events98–100 that are characterized by long coda of decreasing amplitude (Fig. 5D). These signals were amongst the earliest evidence for rock-fluid driven seismicity measured by volcano seismologists, and have now also been simulated in the laboratory,69 shown in Fig. 5(D–E).

Here, during fluid decompression at 175 °C (from a pore pressure of 10–16 MPa to 0.1 MPa) via an electrically operated valve, a swarm of AE events was recorded, continuing for several 10’s of seconds in a number of discrete swarms after this initial pressure decrease (or ‘venting’) stage. This is longer than a typical decompression experiment at ‘room’ temperature as shown in Fig. 5C.34 This type of effect has clear application in the area of geothermal energy, as the process of resource extraction (implying decompression) will – by definition – require fluids to be received at a well, after moving through a damage zone at high flow rates, changing the state of stress of the crust and thus likely to stimulate a local seismic response. The use of field data is established in many geothermal areas for such monitoring of production. Induced seismicity also includes scenarios whereby pore fluids are sufficiently high to locally fracture rocks in tension. In volcanic areas, this is seen in the form of veining and dyking and is a natural extension and compliment to the fluid-flow experiments above.

(ii) Induced seismicity due to tensile fracture, fluid flow, and permeability

The counterpart to the seismic response of shear faults and rapid fluid flow (turbulence) is the effect of fluid overpressure to generate stress sufficiently high to fracture rock directly. In
Fig. 4. Normalized P-wave velocity as a function of damage formation during standard triaxial deformation experiments for a basalt from Stromboli, El Hierro and Tenerife volcanic island (after Ref. 89). In all cases the velocity decreases significantly as the shear plane is formed, with raypath angles at a shallow angle to the shear plane undergoing more significant normalized decreases compared to raypaths at high incidence angles.

Fig. 5. Induced laboratory AE events in fractured Etna basalt from, (A): fracture (VT) events and direct fluid (LP events) movement in a shear (damage) zone; (B): fluid venting induced AE and (C) AE from fluid movement of a multi-phase mixture (water and steam) due to fluid depressurization at elevated temperatures. Finally, (D) Long coda waveform and (E) monochromatic spectrogram characteristic of tornillo events. After Refs. 15, 34, 69.

volcanic areas, this commonly results in extensive dyking. Although these processes have been simulated in the laboratory, the extremely high temperatures required to simulate volcanic related processes pose unique challenges as equipment cannot easily control or measure geophysical data of such processes, despite a small number of attempts (e.g. Refs. 59, 101). To overcome the issue of temperature, analogue experiments using a setup similar to that described in Fig. 2C have successfully reproduced the effects of hydraulic fracture but using softened PMMA. At elevated temperature (175 °C) and pressure (30 MPa) a PMMA rod, simulating an intruding magma body, behaves as a viscous liquid under these conditions (Fig. 6). Data from these experiments shows that the pressurized conduit exerts a radial stress on the inner bore of the outset country rock until fracture (Fig. 7). The accompanying AE trend initially increases very slowly up to approximately 800 s, after which the AE trend increases exponentially until a decrease in conduit overpressure (rock failure) is recorded at 1000 s, the same time as the peak in AE hit rate.
Although the presence of the large axial conduit precludes 3D location, a radial fracture density map may still be generated (Fig. 6B) which matches well to the fractures observed post-test. Finally, it is noted that fractures not only are filled with the post-test hardened PMMA but, as the PMMA intrudes post fracture, a lower frequency waveform trend is recorded (Fig. 7B). This is consistent with the earlier data from water/steam decompression.

This method is similar to the ‘thick walled cylinder test’ and has been used to simulate fluid-driven tensile fracture (e.g. Ref. 71), also known as hydraulic fracture. Fig. 2C shows the general principle as reported by Gehne et al.53 which uses two steel water guides fitted with a series of O-rings to seal a central conduit which is pressurized with water. When water is pumped at a constant flow rate (1 ml/min) into the central cavity, pore fluid pressure builds up, eventually overcoming the natural tendency of the sample porosity and permeability to remove the pressure build-up, until sample failure. Due to the competition between fluid flow and the country rock permeability, the

**Fig. 6.** Panel A: Conduit overpressure and AE hit count during pressurization of a heated conduit filled with PMMA. Panel B: 2D locations agree well with the post-test fracture position (Panel C). After Ref. 62.

**Fig. 7.** Comparison of Acoustic Emission waveforms recorded during (left panel) and after (right panel) the injection of molten PMMA from a central conduit into the surrounding thin-walled cylinder of rock. This is analogous to tensile fracture and then fluid movement through the newly generated tensile cracks. After Ref. 62.
Fig. 8. Laboratory data obtained at a confining pressure of 25.4 MPa in the anisotropic Nash Point Shale cored with bedding parallel to sample axis; (a) Time-record of internal fluid injection pressure (blue line), radial deformation (green line) and AE hit counts (red dots). (b) Fluid pressure decay rate (black line), fluid pressure (blue line) and AE hit count rate (red dots). (c) Snapshot of the continuous waveform (red line) including the signal envelope at the time of failure. (d) Respective spectrogram at the time of failure. The spectrogram data illustrates the frequency range exhibiting power (colour) with time. Time scales zeroed at maximum fluid injection pressure. After Ref. 53.

This allows a very high temporal resolution experiment to be synchronized in time. A typical dataset is shown in Fig. 8.

Simulating hydraulic fracturing using water as pore fluid and silicone oil as confining pressure, at 25.4 MPa representative of a burial depth of approximately 900 m, results in tensile fracture at a breakdown pressure just over 36 MPa. Defining the time of maximum pore fluid pressure, $P_{\text{inj}}(\text{max})$ of 0 s, radial strain

method works well for low permeability samples with permeabilities lower than approximately $10^{-15}$ m$^2$. Data is collected using radial and axial strain gauges, a network of 11 AE sensors, and mechanical and pore pressure transducers, all sampling data at a rate of 10 kHz. An additional pore fluid pressure sensor is sampled at the highest data acquisition rate of 10 MHz by using a channel of the continuous AE recorder with suitable signal conditioning.
first increases slowly up to 0.04 s and then accelerates rapidly to 25 µm at approximately 0.06 s after breakdown pressure. This is preceded slightly by a supra-exponential increase in AE activity which reaches a maximum at around the same time (0.05 s). Fluid pressure decay rate increases significantly at 0.035 s from an average of less than 20 MPa/s to a maximum of over 1000 MPa/s at 0.055 s. Also noticeable is a pore fluid oscillation or “bounce” with the pore fluid pressure recovering from a minimum of approximately 30 MPa to a maximum over 1000 MPa/s at 0.055 s. This behaviour appears to be limited to lower confining pressures (approximately 6 MPa and lower) and is not seen at higher pressure (above approximately 12 MPa), as reported by Gehne (2018).

The AE activity mirrors the fluid pressure (an oscillating pattern), but with a very small time offset ($\approx 0.005$ s). The continuous signal (Fig. 8C) illustrates the nature of the signal as a series of short bursts during the fracturing event, which initially has a very brief high frequency component at the initial fracture event but which then quickly give way to a low frequency and impulsive onset, and a short and fast decreasing tail. The most significant power is in the range 50–200 kHz (Fig. 8D), but a higher frequency component occurs at 400 kHz. The lower frequency component is fairly continuous, and we note that the high frequency components appear as shorter bursts or swarms. Following the oscillation, fluid pressure dissipates gradually from 0.15 s and the radial strain increases significantly, signalling the end of the experiment at around 0.2 s.

Although these data show the effect of increased confining pressure (burial depth) on the tensile strength (and strength anisotropy) of the rock, it does not consider the connected porosity and therefore permeability. However, by making an additional modification to the setup in Fig. 2D, it is possible to estimate the flow and therefore permeability of the freshly generated fracture, as reported by Gehne and Benson. For Nash Point Shale, a low porosity shale of initial permeability in the range $10^{-18}$ to $10^{-20}$ m$^2$, the fracture event increased the apparent permeability to between $2 \times 10^{-15}$ to $2.5 \times 10^{-16}$ for effective pressures from 2.5 to 25 MPa respectively, and which does not recover when the effective pressure is decreased. Such permeability hysteresis was shown to be particularly evident in the Crab Orchard Sandstone (due to the presence of cracks and clays) as reported by Gehne and Benson. For flow normal to bedding, 2×$10^{-18}$ m$^2$ both at an effective pressure of 5 MPa. As effective pressure is increased an exponential decrease in permeability is recorded for flow in both orientations, however for flow parallel, this reaches a ‘floor’ of around $10 \times 10^{-18}$ m$^2$. For flow parallel to bedding, the permeability does not increase (recover) with subsequent reduction in effective pressure, and this general pattern is seen in the second full cycle, decreasing to a minimum of $1 \times 10^{-18}$ m$^2$. For a third (partial) cycle this minimum was maintained in both increasing and decreasing effective pressures. For flow normal to bedding, event though the permeability $k$ is lower overall, the flow does recover slightly, such that the permeability anisotropy $(k_{\text{max}} - k_{\text{min}})/k_{\text{mean}}$ actually decreases significantly during the second half (decreasing pressure) of the second cycle, and then is maintained in successive cycles at approximately 25%, due to the porosity of normal fluid flow of approximately $1.5 \times 10^{-18}$ m$^2$. Both are evident from the AE and fluid injection pressure which suggest
that variations on pore fluid may significantly (and permanently) change the bulk permeability, and therefore resource potential, of fractured reservoirs such as those often used in engineered geothermal and unconventional hydrocarbon industries.

These are important details, as no unconventional hydrocarbon or geothermal reservoir will be effective if pore fluids (water, hydrocarbons) cannot flow easily enough through the rock mass to a receiving well. And, whilst flow might be high initially, there are well documented cases of flow rate significantly decreasing over time, for both geothermal production and for unconventional hydrocarbon extraction. Many causes are inferred, such as mineralogical alteration within the pore space and cycling of the pore (production) pressure with time, which have the effect of changing the flow through the rock mass via mechanical changes. Such effects often require an unconventional reservoir to be re-fractured at key future stages in the lifetime of the resource (e.g. Ref. 103). Laboratory data suggest that the permeability of a tight rock formation may decrease significantly if the effective pressure (difference between confining pressure and pore fluid pressure) is allowed to increase and decrease through time.\(^{48}\) Whilst the range of pressure change investigated here were higher than a typical field scenario (ranging from 5–90 MPa), the reduction in permeability was found to be not recoverable in subsequent cycles, and that the main reduction occurred in the first 20 MPa of pressure change. The inherent anisotropy was a significant factor in determining the permeability and permeability hysteresis.\(^{48,74}\)

4. New data: fracture, flow, and induced seismicity from a study using Dumaguete andesite from the South Negros geothermal field, Philippines

To compliment the review of data and methods above, we here also report a short study using a variation of the setup shown in Fig. 2, simulating fracture and fluid flow along an inclined, newly generated, shear fracture. The rock used is a Dumaguete Andesite (DA) from the Philippines (supplied by Energy Development Corporation) from a borehole in the Southern Negros geothermal field. Key properties for the material are tabulated below alongside the other rocks reviewed for completeness. As shown in Fig. 10, a set of two offset 3 mm drill holes intersect the top and bottom of a newly generated fault (due to triaxial deformation), the orientation of which is further promoted to intersect these drill-holes via ‘notches’ on the outside of the sample and filled with sand/cement to avoid piercing the jacket. This allows measurement of fracture permeability and P-wave velocity to be made as a function of confining pressure, simulating burial depth, and up to 175 °C (see Table 1).

![Fig. 10. Modified setup for flow measurement along a naturally generated fault plane generated using a triaxial cell, using two offset drill-holes to inject and receive fluids along the fracture plane generated due to axial deformation under triaxial conditions.](image)

<table>
<thead>
<tr>
<th>Property</th>
<th>Etna Basalt (EB)</th>
<th>Stromboli Basalt (SB)</th>
<th>Tenerife Basalt (TB)</th>
<th>El Heiro Basalt (EHB)</th>
<th>Dumaguete Andesite (DA)</th>
<th>Nash Point Shale (NPS)</th>
<th>Crab Orchard Sandstone (COS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity, %</td>
<td>2.1</td>
<td>6.1</td>
<td>12.3</td>
<td>1.7</td>
<td>6.0</td>
<td>6.3</td>
<td>7.1</td>
</tr>
<tr>
<td>Initial Permeability (m²/s)</td>
<td>10⁻¹⁶</td>
<td>6 × 10⁻¹⁶</td>
<td>n/a</td>
<td>n/a</td>
<td>1.5 × 10⁻¹⁶</td>
<td>10⁻¹⁸–10⁻²¹</td>
<td>2–33 × 10⁻¹⁸</td>
</tr>
<tr>
<td>P-wave anisotropy, %</td>
<td>1.0</td>
<td>2.3</td>
<td>1.8</td>
<td>2.2</td>
<td>2.3</td>
<td>56.0</td>
<td>20.0</td>
</tr>
</tbody>
</table>

Table 1

Simplified rock physics data of the rock types reviewed in this study. Note permeability data is not available for TB and EHB as this was not an important aim of the Harnett\(^{89}\) study. In the case of NPS and COS, the anisotropy due to the bedding/fabric produces noticeable permeability anisotropy with typical low (normal to bedding) and high (parallel to bedding) values cited.

Source: Taken from Refs. 34, 48, 53, 89.

The dynamic Poisson’s ratio shows a steady increase with strain until sample failure, at which point a significant increase is recorded, after which Poisson’s ratio decreases steadily. Finally, the dynamic Young’s modulus shows a trend similar to that of P-wave elastic velocity with a sharp decrease at point of failure, followed by a recovery phase. Taken together, it is likely that such data, if remotely collected and monitored in the field, has the potential to provide operators with useful information as to whether a geothermal reservoirs have new fractures opening, or whether pressure/stress levels are acting to close the fracture and associated damage zone. These results are consistent with stress cycling experiments showing similar trends in elastic moduli as damage is incrementally induced.\(^{104}\) To evaluate the static Young’s modulus, a number of small stress cycle loops were made after the development of the shear plane at increments of 5 MPa confining pressure. Fig. 12 shows these data, also evident in the time record in Fig. 11 from 4000 s onwards. We measure little change in static Young’s modulus with increasing confining pressure for positive stress loops (increasing strain), whereas a steady increase in modulus is calculated when taking the negative (decreasing strain) portion of the stress–strain loop.

To exploit conventional geothermal resources, some form of permeable conduit is needed. In the field, this may be achieved by drilling producer wells into an area where deep geothermal
Fig. 11. P-wave velocity (Panel A), dynamic Poisson’s ratio (Panel B), and dynamic Young’s modulus (Panel C) of the Dumaguete andesite from the Southern Negros Geothermal field (near Dumaguete city) during conventional triaxial deformation deformed at 6.1 MPa confining pressure. The blue dashed line shows the concomitant change in strain during the experiment (constant strain rate triaxial test).

Fig. 12. Change in static Young’s modulus of Dumaguete andesite. Each data point was derived after the shear plane has been generated after the sample failure (inset 1), by increasing stress due to a strain rate until a maximum of 10%–20% of the failure shear stress (220 MPa) is achieved, before unloading. This was repeated 6 times (inset 2). The Young’s modulus was derived by applying a best-fit line to the stress–strain data. This procedure was then repeated for decreasing portions of the stress loops (inset 2).

Fluids are already present, or via the development of engineered geothermal systems. In the former case, examples include the extensive Hellisheidi geothermal field (Iceland), and the Southern Negros geothermal field in the Philippines. Using the dual-offset conduit method (Fig. 10) and applying a differential pressure across the two drill holes, we performed a series of fluid flow experiments to determine permeability, shown in Fig. 13. The flow rate through the shear zone decreases from 7.7 µl/s at 5 MPa, to less than 0.03 µl/s at 30 MPa, and shows a sharp decrease in flow rate as pressure is increased from 5 to 15 MPa.

By ascribing this to a notional “slot” that connects the two conduits, it is possible to measure a permeability via Darcy’s law (Fig. 13) using \( k = \frac{Q}{A} \frac{\mu}{\Delta P} \), where \( k \) is permeability, \( Q \) is the measured volume flow rate, \( A \) is the slot area (thickness \( x \) fixed width of 40 mm), \( \mu \) and \( L \) the fluid viscosity and fracture length, and \( \Delta P \) the pressure differential. For a slot thickness of 0.2 mm, the equivalent permeability decreases from approximately \( 1.35 \times 10^{-14} \) m² at 5 MPa effective pressure to only \( 0.25 \times 10^{-15} \) m² at the maximum effective pressure of 30 MPa. Higher values of slot thickness (0.4 mm, 0.6 mm) produce a concomitant decrease in permeability, with a value of 0.2 mm fitting well to the data. The permeability of unfractured DA is extremely low, less than \( 1.5 \times 10^{-16} \) m², which is similar to Etna Basalt. We attribute this to the poorly connected porosity of these volcanic rocks. As noted earlier, an ongoing challenge related to both geothermal and also unconventional resource extraction is that of permeability hysteresis. Cyclical pore (or effective) pressure is known to have serious effects on the ability of a fracture network to recover to a previous value of permeability (hysteresis effect), as measured on low porosity sandstone (5%). We attribute this effect in DA to the presence of clay and other minerals in the crack fabric of this rock type (long, thin, high aspect ratio cracks) that are less resilient to pressure than equant pore space.

In addition, hysteresis is found to impact elastic wave velocities and moduli. The highest fracture permeability (after sample deformation) was at low confining pressures. This coincides with a significant reduction in P-wave elastic velocity and Young’s modulus. Conversely, the subsequent increase in confining pressure resulted in a partial recovery of elastic attributes but with considerable reduction in permeability. Static moduli acquired via mechanical stress–strain loops follows a similar trend. The behaviour of the examined properties is likely to reflect the
changing material competency (elastic properties), and is potentially useful in interpreting seismic models of geothermal systems where changes in physical conditions can occur rapidly which have severe implications to the economic sustainability of the reservoir. New fractures, and movement on existing faults, are manifested as both large and small magnitude earthquake swarms commonly occurring in tectonically active areas where geothermal fields are situated. Therefore, movement and the onset of rock mass instability could be detected by monitoring the behaviour of seismic attributes modelled from surface seismic instruments, with the aim of avoiding reactivation of dormant structures such as in the Basel event (Switzerland: Giardini; Bachmann et al.) and the Presse Hall triggered sequence (UK: O’Toole et al.; Clark et al.). The ability to detect and monitor fracture permeability hysteresis will be particularly helpful in resource management by determining which part of the reservoir can be further exploited and targeted for drilling production wells.

Finally, the sample was heated to 175 °C and the pore fluid (water) vented to stimulate AE. Fig. 14 shows the AE signal, which is generated, due to the modified setup, by fluid traveling along the damage zone and associated shear fault. The AE shows the same low-frequency response at the onset of fluid decompression as reported by other studies due to the rock-fluid coupling. We also note that AE data shows a longer lasting waveform, compared to the previously used Etna basalt which we attribute to the higher porosity of this material (6%, compared to 2% for Etna basalt). This, combined with the development of a more extensive damage zone linked by the offset conduits, likely generates conditions whereby fluid is able to vent more slowly through the fracture damage zone to atmosphere and thus yielding the longer tremor in the AE record. Such data have been instrumental in covering the key gaps in knowledge between these natural systems and the engineered environment. And, although the difference in scale is obvious, scale invariant methods such as AE location and elastic wave velocity changes map well to fault shear zones, across a range of controlled conditions (e.g. Ref. 15). The seismo-mechanical relationship during hydraulic fracturing shows that AE activity can generate a useful geophysical picture of the evolving tensile fracture nucleation in crustal rocks allowing laboratory experiments to generate data that help to develop our understanding of fracture in the field, and how seismicity can be used to better understand and monitor the process remotely. Such warning methods are also widely used in the mining industry where it is used to guide the process, often for safety reasons (e.g. Collins et al. 2002).

5. Discussion and conclusions: coupled hydro-mechanics in energy geosciences

Many areas of geomechanics for energy and resource exploration rely on fluid flow in porous media for their viability, ranging from conventional hydrocarbon and water reservoirs, to unconventional hydrocarbons and engineered geothermal systems. In the case of unconventional hydrocarbons and geothermal systems it is often necessary to generate new shear and tensile fracture networks in order to fully exploit these resources, in addition to the reactivation of pre-existing discontinuities. A number of natural fracture systems have been reported where there is evidence for fluid-driven fracture (e.g. Ref. 63). This is evident in the field of volcanology, for example, where dyke and magma intrusions are a good analogue for natural hydraulic fracture — even though the pressure and temperatures are very high. The processes of dyke intrusion and hydrothermal fluid injection are known to produce a diverse range of seismic activity depending on the model of rock fracture, or the nature of the fluid resonance within the fractured media (e.g. Chouet et al., 1996). The monitoring of local seismicity in and around volcanoes has been used for decades to better understand the deep volcanic processes and plumbing system. The increasing event rate and magnitude of volcano-tectonic activity has often been used to forecast impending unrest and is now a standard tool in most volcano observatories (e.g. Refs. 32, 106–108). In the early 1980’s this was joined by the discovery of Low Frequency and Long Period signals due to fluid resonance and turbulence that, for a time, was thought to herald a new era of forecasting (e.g. Ref. 33). However, this has not transpired due to the complexities of these natural systems.

Understanding the physical properties governing fluid-rock interactions and permeability is critical to the development of energy resources previously not sought after due to complexities and lack of knowledge. Here, using laboratory methods and rock samples taken from the field in areas spanning both geothermal and hydraulic fracture potential allows us to collect seismic, mechanical, and fluid flow data contemporaneously. Properly conducted, such calibrations will elucidate the underlying processes by simulating subsurface conditions. We have here reported both legacy hydraulic fracture data, and new data focusing on the geothermal potential of the Southern Negros geothermal field. From these, we conclude that the delay in unstable fracturing is related to fracture geometry and the complexity of the fracture network, as revealed by longer delay phases in experiments with more complex fracture geometries. In the case of fluid-driven
tensile failure, once sufficient pressure has built up fracture propagation evolves from a stable to an unstable regime, marking the breakdown of the sample. Combined, these new laboratory simulations provide an alternative view to the widely applied assumption that both events occur at maximum fluid pressure. These observations show that AE activity, fluid injection rates, and deformation are key indicators for estimating rock fracture subjected to elevated fluid pressures.

Fluid production in geothermal fields causes a decrease in pore pressure that in turn promotes the occurrence of cold-water intrusion and steam cap development. Specifically, the relatively rapid decrease of pressure around production wells creates a depression in the pressure profile and enhances two-phase (liquid and steam) fluid formation. We find that this liquid–gas phase change generates characteristic and persistent AEs at low frequencies (10–90 kHz in the laboratory). This transition occurs at a pressure (around 2 MPa) at which water no longer remains in the liquid phase at the temperature tested of 175 °C, and consistent with typical geothermal reservoir conditions. Studies simulating fluid movement in volcanic areas have reported similar findings, revealing that events generated from pressure release at high temperatures differ from shear fracturing induced events when analysed in terms of source (focal) mechanisms (e.g. Julian 2012; Gomez et al., 2014). Such analyses have also been used to evaluate mining stability (e.g. Collins et al. 2002). Specifically, pure-fluid-turbulence seismic swarms are found to be dominated by compensated linear vector dipole (CLVD) type of events while fracture and fault-slip consist mainly of double couple (DC) events (e.g. Ref. 41). This highlights the usefulness of acquiring seismic data in producing geothermal/unconventional fields to identify areas undergoing processes described above that are critical to managing geothermal resources. Discriminating such fluid-induced seismicity from fault generated natural seismicity has the potential for geohazard applications as well as finding new areas to develop wherein active faults can be identified.

The combined extraction and injection of fluids in geothermal energy development alters the natural seismicity of the area. It is widely known that fluid-injection creates earthquakes by increasing pore pressure and driving already critically-stressed faults and fractures to failure. Using recent data using samples taken from an existing geothermal reservoir, it would appear that fluid extraction also contributes to seismicity by means of pore pressure decrease, causing fluid movement and fluid phase change. Finally, we note that fracture permeability has been studied using different geophysical methods with the aim of better guiding exploration and development of energy resources. These geophysical methods make use of a number of physical properties (e.g. resistivity) that provide information on the state of the rock mass. By highlighting how seismic attributes change with external stimuli (pressure, temperature), clues to the evolving permeability of the deep rock mass might be estimated from field-based geophysics methods.
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