Measuring and modeling the retreat of the summit ice fields on Kilimanjaro, East Africa
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Abstract
Terrestrial laser-scanning surveys of the south-facing cliff of the northern Ice Field on the summit crater of Kilimanjaro were taken on three occasions, in September 2004, January 2006, and August 2008. By comparing the three scans, the rates of lateral cliff retreat and surface lowering can be assessed. During 2004–2006, the mean lateral retreat was 1.39 m yr⁻¹, falling to 0.89 m yr⁻¹ during 2006–2008. These rates are broadly comparable with previous work using ablation stakes. Surface lowering is much less rapid, at 0.65 and 0.25 m yr⁻¹, respectively. Analysis of seasonal forcings (radiation on a south-facing cliff, radiation on a flat surface, surface vapor pressure, and relative humidity) shows that most of the lateral retreat occurs during the austral summer, when direct radiative input is considerably higher on the south-facing ice cliff. On the ice surface, however, high-sun periods around the equinoxes dominate the surface lowering. Lowering is more during the wet than the dry seasons, which suggests that the current moisture availability on Kilimanjaro is not frequent enough to prevent lowering year round.

Introduction
It has long been acknowledged that the summit ice fields on Kilimanjaro are undergoing recession (Hastenrath and Greischar, 1997; Thompson et al., 2002; Cullen et al., 2006; Thompson et al., 2009). Some of the earliest analyses of ice field extent were performed through comparison of aerial photography and satellite imagery (Hastenrath and Greischar, 1997; Cullen et al., 2006). The persistent decline that began in the early 20th century is clearly demonstrated in these studies. A view from above can lead to a concentration on areal extent of snow and ice (rather than thickness), and it was extrapolation of the rapid decline in areal extent alone that led to the prediction that if “current climatological conditions persist” the snows of Kilimanjaro could be gone by 2020 (Thompson et al., 2002). A more recent reappraisal of ice retreat over the last century using more sophisticated analysis suggests a likely time frame nearer to 2040 for an ice-free summit (Cullen et al., 2013).

Despite agreement about the long-term nature of the recession, there has been debate about the relative importance of competing causes in accounting for current recession rates. Known causes include large-scale changes in temperature and/or moisture in the free atmosphere (Mölg et al., 2006; Mölg et al., 2009a), possibly supplemented by more local changes induced by deforestation on the lower slopes (Lambrechts et al., 2002; Hemp, 2005; Soini, 2005; Schrumpf et al., 2010). While research into the former has stressed the importance of moisture balance as the main control of recession in a tropical context (rather than temperature), modeling of the effects of the latter has so far been rather inconclusive. Mölg et al. (2012) have argued that local-scale land use change is unlikely to have distorted a wider, long-term change in the regional circulation that has driven ice retreat over the last century.

Changes in local energy balance (connected with moisture balance) are a major explanation for current retreat, and this explains the concentration of recent research on understanding moisture and precipitation variability on the mountain slopes (Chan et al., 2008; Mölg et al., 2009c; Pepin et al., 2010). Modeling by Hastenrath (2010) and others (Mölg et al., 2003b; Mölg et al., 2009b; Mölg and Kaser, 2011) has confirmed that solar radiation forcing continues to be important for the lateral retreat of ice cliffs and ice thinning on Kilimanjaro. Air temperature changes on the other hand are at present relatively unimportant in controlling ice-field mass balance in this high elevation dry environment, although presence of meltwater found in cores suggests that air temperature must at least occasionally rise above freezing (see Thompson et al., 2009). Despite this, mean summit temperatures are currently well below freezing (Kaser et al., 2004; Duane et al., 2008; Pepin et al., 2010), and adveктив melting due to warmer air temperatures is relatively small.

Although the relative importance of both land-use change and global climate forcings are still being researched (Pepin et al., 2010; Fairman et al., 2011; Mölg et al., 2012), there is a growing consensus that whatever the cause(s), drying of the summit climate—resulting in lower humidity, less frequent cloud cover and enhanced daytime solar radiation input, increasing ablation on the one hand, and reduced precipitation decreasing accumulation on the other—has encouraged a long-term negative mass balance of the summit ice fields (Mölg et al., 2003b; Kaser et al., 2004; Mölg et al., 2008, 2009a, 2009b), as is the case in other parts of tropical Africa (Mölg et al., 2003a).
Extensive use of ablation stake measurements (Thompson et al., 2002) has been used to highlight changes in ice field thickness and extent. Mean reported rates of surface lowering during 2000–2002 approximated 1 m yr\(^{-1}\) on the northern ice field (NIF) (see Fig. 1 for location). This was similar to the rates of horizontal retreat of the vertical cliffs that were reported by Thompson et al. (2002) as ~0.92 m/yr between 2000 and 2002. These rates are perhaps surprising since one may expect that if radiative-driven recession is the dominant process, there would be much directional difference in the amount of change. Indeed the processes that control the lowering of the ice-field surface may not be synchronous with those that control the retreat of a south-facing (or north-facing) cliff.

Subsequent research by Thompson et al. (2009) implied a slower rate of thinning (or surface lowering) of 0.27 m yr\(^{-1}\) on the NIF between 2000 and 2007, whereas measured lateral retreat over the same time period varied widely, but averaged 0.8 m yr\(^{-1}\) along a 90 m stretch of the southern cliff of the NIF. Winkler et al. (2010) showed a slightly slower annual horizontal retreat of ~0.75 m from March 2005 to March 2006 using a single point sonic ranging sensor. They demonstrated a seasonal contrast in retreat governed by insolation. From the beginning of March until mid-October, the rate of retreat was measured at 1.4 cm mo\(^{-1}\) (the south-facing ice wall largely shaded), increasing to 13 cm mo\(^{-1}\) during the rest of the year. They also used photogrammetric techniques to produce a three-dimensional model of a section of the ice-cliff in October 2009 (Winkler et al., 2010). This could be replicated in the future to look at distributions of loss. This paper supplements these studies by examining in more detail the spatial and temporal variability in patterns of retreat over the period 2004–2008 through detailed measurements.
of retreat rates on the south-facing vertical cliffs of the NIF (Fig. 1), including lowering of the surface. We use terrestrial laser-scanning technology, which we believe has not been used on Kilimanjaro previously, but is being used increasingly to measure changes in snow and ice (Grünewald et al., 2010). We examine temporal and spatial variation in retreat rates, highlighting findings obtained from detailed surveys of the south-facing ice cliff on the NIF and quantifying mean recession rates in this area. We compare our estimates with others obtained through modeling and measurement (Mölg et al., 2003b, 2008; Winkler et al., 2010). In addition, we also examine the interseasonal variation of retreat rates, which allows an examination of the forcing factors responsible.

**Current Summit Environment**

The current summit climate of Kilimanjaro is cold and dry. Both free air measurements (interpolated from the National Centers for Environmental Prediction [NCEP]/National Center for Atmospheric Research [NCAR] reanalysis—Kistler et al., 2001) and surface measurements of temperature and humidity on the Northern Ice Field between 2004 and 2008 (for details see Duane et al., 2008; Pepin et al., 2010) show that the mean relative humidity at crater elevation is low (<40%). This is in contrast to lower down the mountain where mean humidities and temperatures are both much higher (>70% in the case of mean relative humidity at 1800 m). Mean vapor pressure at summit elevation is around 1.6 mb, an order of magnitude lower than on the lower forested slopes. Thus, atmospheric moisture, which is required for cloud formation and precipitation, in turn essential to maintaining the summit ice fields, must be brought up the mountain from the lower slopes, since it is not present in the free-atmosphere at summit level most of the time (Troll and Wien, 1949; Mölg et al., 2009c; Pepin et al., 2010). Much of the time the environment is characterized by lack of surface water and humidity, intense incoming radiation by day, and rapid radiative loss by night. Wind speeds are relatively low for such a high elevation (~5800 m). Air temperatures usually remain below freezing, with mean annual temperatures between 2004 and 2008 remaining below −5 °C. Sublimation, controlled in part by the radiative balance, is the major contribution to ice field ablation (Kaser, 2001; Kaser and Osmaston, 2002; Mölg and Hardy, 2004; Winkler et al., 2009). Given this current day climate, it is surprising that summit ice fields exist at all. The exceptions to the cold dry atmosphere can occur when weak synoptic circulation can allow an upslope counterflow to transport enough moisture upslope, giving widespread cloud and precipitation over the summit crater (Mölg et al., 2009c).

On the summit crater of Kilimanjaro, the ice-fields are sitting on slopes of very shallow gradient and thus flow dynamics are negligible (see Winkler et al., 2010). Ablation and accumulation (as controlled by climate) are thus the dominant controls of surface retreat/lowering and surface advance/raising, respectively. However, in this paper we stick to the later terms, unless discussion is in a broader climatic context.

**Methodology**

**FIELD MEASUREMENT**

The section of ice cliff chosen for survey is regular in form and coincides with sites of other instrumentation and investigations. Although the measured area is about 10%–20% of the total cliff area, it is topographically representative of the south-facing ice cliff (the most common wall orientation on the NIF) and thus the processes at work on this exposure. Its mean azimuth is around 165° (Winkler et al. [2010] reported a mean azimuth of 166° for their study). The scanned section of ice cliff is below an automatic weather station (AWS) placed by the University of Massachusetts (Amherst) on the northern ice field in 2000 and is close by another AWS (AWS 2 on Fig. 2) placed directly in front of the ice cliff by the University of Innsbruck (AWS1 and AWS2, respectively, in Winkler et al., 2010).

Automated scans of the ice cliff (Fig. 2) were taken using a
servo-driven reflectorless total station (Trimble 5600 DR 200+) on three separate occasions in September 2004, January 2006, and August 2008 to determine ice cliff recession over two successive periods of 16.1 and 30.5 months. Two instrument points (IPs), spaced to cover the desired horizontal section of the ice cliff ~140 m in length, were permanently marked in exposed basalt rock in front of the cliff (see IP1 and IP2 on Fig. 2 for locations). IP1 was assigned Universal Transverse Mercator (UTM) coordinates from a handheld global positioning system (GPS) (316405°E, 9661851°W and 5764 m elevation), and a magnetic bearing was observed to the sign at the summit of Kilimanjaro at a distance of approximately 2.2 km. The sign and its bearing was used as a reference object (RO) for the scanning total station when positioned on IP1, while bearings to three other reference objects were observed at shorter distances for use when weather conditions reduced visibility. The second instrument point IP2 (opposite the western section of the cliff) was surveyed from IP1 and the same reference objects were observed from IP2 to locate both IPs on the same coordinate system. A check measure was taken back to IP1 from IP2 with errors of 0.008 m, 0.011 m, and 0.003 m in eastings, northings, and elevation, respectively, to obtain an assessment of the accuracy of the two instrument positions. Each of the three surveys combined scans taken from both IPs to ensure the angle of incidence between the laser beam and the ice cliff was as near to normal as feasibly possible.

The total station can be used in either scanning mode, where an area is predefined by a polygon and then points measured automatically at set spatial intervals, or in manual point and record mode (an irregular sample of points is chosen). Each scan produces a large number of XYZ point measurements from which a three-dimensional surface representing the ice cliff can be interpolated. In our coordinate system (explained above and shown in Fig. 3), X is roughly perpendicular to the ice cliff, Y is parallel to the front of the cliff, and Z is elevation. The scans were taken from approximately 40 m from the base of the ice cliff with a scanning interval of 1 m in both the horizontal and vertical axes.

Additional points were surveyed using the manual point and record mode, and included in the data set. These were (a) breaklines at the top and bottom of the ice cliff, and (b) points on the ash surface. Both were subsequently used to aid in data visualization. The former were used to define cliff recession and lowering. It was easy to identify the top and bottom of the ice cliff visually and so breaklines were interpolated between points surveyed along these boundaries. The mean height along the top surveyed section was used to determine the lowering rate of the ice field surface between surveys (Table 1). Areas behind the cliff top and on the ash surface were represented by dummy points with appropriate elevations to aid visualization. The result of combining the 1 × 1 m scans with the manual and dummy points can be seen in Figure 3 showing (from the 2004 surveys) the 2530 data points on the resultant surface.

Rather than simple elevational (i.e., vertical) change in Z between digital elevation models (which is partly a function of slope angle), the optimum variable to define cliff recession is slope-normal recession (see Mottershead et al., 2008, for a more detailed explanation). This acknowledges that, for similar amounts of ice-volume loss, the change in Z at a fixed point (X, Y) would be greater on steep than on shallow, or level, surfaces. To obtain slope-normal recession (SN), the mean slope angle on the ice surface (α) at each grid point is calculated from the two digital elevation models (DEMs) along with the vertical difference (V) between the two relevant grids (e.g., 2004 minus 2006).

\[ SN = V \cos \alpha \]  

(1)

**TABLE 1**

<table>
<thead>
<tr>
<th>Year</th>
<th>Average (m)</th>
<th>Δelev</th>
<th>Δelev/yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>5789.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>5788.52</td>
<td>0.87</td>
<td>0.648</td>
</tr>
<tr>
<td>2008</td>
<td>5787.88</td>
<td>0.64</td>
<td>0.252</td>
</tr>
</tbody>
</table>

**FIGURE 3.** Digital elevation model (DEM) from the 2004 scan (>2000 points) showing observed data points and the slope boundaries (surveyed manually at cliff top and bottom) used in analysis of recession rates.
Using SN to map recession rates takes slope into account. However, mapping SN over the whole domain will include areas that are not considered part of the ice cliff (i.e., the dummy points). Therefore, only the regions that were between the breaklines were selected for analysis.

Published instrument errors for the 5600DR 200+ Total Station are given by Trimble as ±3 mm ±3 ppm. Over a scanning distance of 40 m, this produces an error of <1 mm. The angular pointing error is 1°, which at a distance of 40 m again subtends an arc of less than 1 mm. Checks were carried out at the end of each survey to the ROs to confirm that the instrument had not moved. Comparing both the accuracy of the measurements (essentially ±3 mm), and the accuracy between the two IPs (<1 cm) with the measured differences between scans (averaging approximately 2 m), any errors can be seen as at least two orders of magnitude smaller than the recession rates being measured and will therefore have little impact on results.

**MODELING OF SEASONAL FORCINGS**

To understand climatic factors controlling recession rates in more detail, we have developed a technique to estimate the difference in recession rates between different seasons. This is possible because our scans were taken at different times of year. We have identified several climatic factors that could influence recession, including incoming radiation, cloud cover, precipitation, wind speed, and relative humidity (see the earlier discussion), but the most important in this environment is probably direct radiative input, which has a strong control on ablation. Another important influence is atmospheric moisture, which directly influences the accumulation side of the mass balance through precipitation and subsequent albedo increase, as well as indirectly through cloud cover and influence on sublimation. Assuming that each factor solely controls retreat rate, we can assign weights to each calendar month by a figure proportional to the modeled efficiency of that factor in that month (e.g., moisture, incoming radiation). We then sum up the total predicted retreat between each pair of scans (based on that factor) and using simultaneous equations we can separate seasonal contributions. Interpretation of the relative contributions of different seasons, and in particular whether realistic results are obtained, allows us to assess whether or not the modeled factor is a dominant control of recession.

Since the radiative forcing is different on the ice-field surface (we assume this is horizontal) compared with the south-facing cliff, we require different radiative models for different parts of the ice field (Cullen et al., 2007; Mölg et al., 2008). Thus, we develop separate weightings for each. Since accumulation is only possible on the ice-field surface (but is of limited relevance on the cliff, which only has an equivalent horizontal surface area of around 25% in comparison with its plan area, nearly all of it on slopes >60°), we also develop a model based on moisture but apply it only to the ice-field surface.

### LATERAL RETREAT: RELATIVE CONTRIBUTIONS OF SUMMER AND WINTER RECESSION

We examine first the difference between winter and summer retreat of the ice cliff. Because Kilimanjaro is in the southern hemisphere, we use austral seasonal definitions. The south-facing ice cliff will receive more direct radiation when the sun has more of a southerly azimuth (i.e., the declination is in the southern hemisphere). Therefore each calendar month is assigned a weight based upon the amount of received solar radiation as a fraction of either winter or summer, with the weights (Table 2) being assigned based upon a cosine curve reflecting the changing solar declination across the course of the year. Within the austral summer, for example, in December the south-facing ice cliff receives more radiation (based upon incident angle) than either November or January, so December has a higher weighting. The weight thus represents how representative of “summer” conditions each month is. The winter budget is similarly constructed, but the weight represents how representative of “winter” conditions each month is, with the most positive weights being given to months with the least direct radiation input (June/July). On the south-facing ice cliff, radiative input in the two seasons (winter vs. summer) is very different, so the two halves of the year are weighted separately.

We count the relative importance of summers and winters between scans in terms of their radiation budgets, by adding up weights for months elapsed between scans. A complete summer or winter (from equinox to equinox) adds up to 1. The original weights do not appear to add up to 1 for the seasons as a whole because the astronomical seasons do not coincide with calendar months. Thus, although the weights make sense with respect to radiation input, they add up to slightly less than 1 in the table (0.988) because there is some compensation in September and March (which have some parts in both seasons). Therefore, we scale the weights so that they add up to 1 (values in brackets in Table 2). A similar process is undertaken for weighting of other factors in subsequent tables. June has a slightly lower weight than December because the austral winter is longer than the austral summer so the

<table>
<thead>
<tr>
<th>TABLE 2</th>
</tr>
</thead>
</table>

Assigned monthly weights given to account for seasonal (winter/summer) radiation budgets on the south-facing cliff. For a detailed description of how weights were assigned see the text. Figures in parentheses are adjusted to add up to 1.

<table>
<thead>
<tr>
<th>Month</th>
<th>Summer</th>
<th>Winter</th>
<th>Month</th>
<th>Summer</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.244 (0.247)</td>
<td>July</td>
<td>0.237 (0.240)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>0.136 (0.138)</td>
<td>August</td>
<td>0.153 (0.155)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March</td>
<td>0.020 (0.020)</td>
<td>September</td>
<td>0.032 (0.032)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>0.106 (0.107)</td>
<td>October</td>
<td>0.104 (0.105)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>May</td>
<td>0.211 (0.214)</td>
<td>November</td>
<td>0.210 (0.213)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>0.250 (0.253)</td>
<td>December</td>
<td>0.272 (0.275)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
weighting of an individual month is slightly less, although this difference is negligible.

From the scan dates, we determine how many summers and winters pass between scans and, using the recession results (Table 5, discussed later), we construct simultaneous equations to assess seasonal contributions to the recession. For the south-facing cliff

\[ a_S + b_W x = 1 \]  
\[ a_S + b_W y = 2 \]

where Equation 2 refers to recession during 2004–2006 and Equation 3 refers to recession during 2006–2008. The coefficients \( a \) and \( b \) on the left-hand side are derived through summing individual monthly weights over summer and winter for the respective periods, and the right-hand side (\( x/y \)) is the mean amount of retreat (in m of ice) over the respective period (calculated as an average of all points (\( n > 1000 \)). We then solve for \( S \) (summer) and \( W \) (winter) recession.

SURFACE LOWERING

A similar approach can be applied to considering the lowering of the top of the ice cliff. However, using an astronomically based summer/winter weighting as in Table 2 would produce figures of limited use both because (a) the solar geometry is different on a flat surface from that on a south-facing cliff, and (b) the raising and lowering of the ice-field surface is influenced by both accumulation and ablation.

To address point a, we develop an alternative weighting based on noon solar elevation rather than solar declination (Table 3), the former being more representative of direct radiative input on a horizontal surface. In June and December, the noon solar elevation on Kilimanjaro is around 63° and 70°, respectively, but near the equinoxes the sun is overhead at noon. The weightings in Table 3 account for this, weighting months according to whether they have high or low solar elevation alone. March and September/October are weighted as having the highest solar input, and December and June/July relatively low input.

To address point b, we also develop a monthly weighting based on moisture (Table 4). The main control of surface raising is precipitation, which will be highest during the wet seasons, April–June and November–December. Unfortunately, reliable precipitation data are not available to the authors for the upper slopes of Kilimanjaro, and although scarce on the lower slopes (Hemp, 2002; Rohr and Killingtveit, 2003), it is well-known that precipitation patterns are not synchronous between the upper and lower parts of the mountain (Mölg et al., 2009c). However, we do have four years (2004–2008) of hourly vapor pressure observations taken from a Hobo datalogger sited on the NIF and use these (as a proxy for likely condensation and precipitation) to develop a wet/dry season weighting in Table 4. The use of vapor pressure instead of precipitation we believe to be fairly realistic since mean air temperatures are relatively stable throughout the year, while vapor pressure is strongly variable dependent on season (Pepin et al., 2010). The long dry period between June and September and the wet period between March and May (and also during November and December) are represented well by the weightings. Use of relative humidity to derive weightings (not shown) rather than vapor pressure makes minimal difference.
Field Results: Rates of Lateral Retreat and Surface Lowering

A simple visual comparison can be made by examining Figure 4, which shows slope recession for the two periods. The 2004–2006 panel shows enhanced recession at the toe of the ice cliff, whereas the opposite pattern is evident for 2006–2008. This is due to the deposition of snow or fallen ice at the foot during the 2004 and 2008 scans (austral winter) as opposed to the 2006 scan (austral summer) when this snow melts/sublimates away. Because the cliff is south-facing, it receives much more direct radiation input in the austral summer. The winter deposition at the foot results in much weaker surface change near ground level over the period 2006 to 2008. Above the foot region, most of the cliff shows recession in both periods as expected. The time elapsed between scans is longer in the second period, so absolute rates of retreat cannot be easily compared on Figure 4.

Table 5 summarizes recession rates for each period between scans with appropriate statistics and confidence intervals. Where “All” is indicated, then all data points that were selected using the digitizing method were used; however, where a range is indicated, then only the results for which the change fell within that range were used. This eliminated a few unrealistic anomalies (<5% in all cases), which were caused by two major factors: (1) points near the top of the ice cliff on the first of two scans have, over the intervening time period between scans, been lost where the ice field surface has lowered, and (2) where any of the ice cliff overhangs the vertical, the interpolation method to create the surface grid produces erroneous results. We discuss the results using the restricted range.

Although the second period, 2006–2008, shows the larger absolute recession, on a monthly basis the first period, 2004–2006, shows greater recession rates. Mean rates are 1.39 ± 0.015 m yr⁻¹ (period 1) and 0.89 ± 0.007 m yr⁻¹ (period 2). There is a significant difference in retreat rate between the two periods, but comparison of two figures alone is not long enough to infer trends. Our figures are broadly in line with past estimates based on ablation stakes and aerial photography (Thompson et al., 2002).

It is informative to compare these slope-normal retreat rates with the horizontal lowering of the surface (in Table 1), which is
less than half of these rates (0.65 ± 0.38 m yr⁻¹ for period 1 and 0.25 ± 0.31 m yr⁻¹ for period 2). Error bars are larger than for wall retreat since fewer observations were taken on the surface (cliff top) and the lowering is not significantly different from zero for period 2 (at p = 0.05). Accumulation of snow on the surface possibly partially accounts for the fact that surface lowering rates are much less rapid than those of lateral cliff retreat. This horizontal lowering is again broadly in agreement with other research. Thompson et al. (2009) reports a minimum lowering of 1.9 m for the NIF between 2000 and 2007, which equates to 0.27 m yr⁻¹. The reduced rate in period 2 coincides with an El Niño event in East Africa that is known to encourage wetter conditions in general (Kijazi and Reason, 2009).

Each scan is composed of over 2500 measurements. This allows us to examine whether lateral retreat shows any relationship to specified morphological features (elevation, slope angle, and aspect) on the cliff face. Plots in Figure 5 (top row) relate to recession from 2004 to 2006 and the bottom row from 2006 to 2008. Above the foot region (which can be influenced by accumulation—e.g., Fig. 5, part d), there is no significant relationship between slope-normal recession and elevation in either period. Thus ice-cliff recession tends to be parallel. There are weak positive correlations with slope angle (more so in the first period), indicating that shallower slope angles show faster slope-normal recession, possibly a result of the incident angle to the sun’s rays, particularly around solar noon. There is no significant difference in slope-normal recession between eastward- and westward-facing slope facets (although most of the cliff is within a relatively small range surrounding 165°, so the spread of aspects is small). Comparison of the two time periods shows that slope angle has the most consistent (although weak) effect on recession rate, while the other morphological features have negligible impact.

**TABLE 5**

Mean slope-normal recession rates derived from comparison of DEMs. The total (m) columns refer to the average and standard deviation of the total slope-normal recession recorded between the two scanning dates. Annual (m) figures are calculated by dividing the total recession by the number of years between the two scanning dates (16.1 months for 2004–2006 and 30.5 months for 2006–2008). The last columns refer to the number (and percentage) of points used to compute the results.

<table>
<thead>
<tr>
<th>Range</th>
<th>Total (m) Average</th>
<th>Std Dev</th>
<th>Annual (m) Average</th>
<th>Std Dev</th>
<th>n_{obs.}</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004–2006 All</td>
<td>1.904</td>
<td>0.924</td>
<td>1.416</td>
<td>0.684</td>
<td>1567</td>
<td>98.2</td>
</tr>
<tr>
<td>0.5–5.0</td>
<td>1.872</td>
<td>0.766</td>
<td>1.392</td>
<td>0.576</td>
<td>1539</td>
<td>98.2</td>
</tr>
<tr>
<td>2006–2008 All</td>
<td>2.505</td>
<td>1.710</td>
<td>0.984</td>
<td>0.672</td>
<td>2088</td>
<td>94.9</td>
</tr>
<tr>
<td>0.5–5.0</td>
<td>2.269</td>
<td>0.822</td>
<td>0.888</td>
<td>0.324</td>
<td>1982</td>
<td>94.9</td>
</tr>
<tr>
<td>2004–2008 All</td>
<td>4.788</td>
<td>5.027</td>
<td>1.236</td>
<td>1.296</td>
<td>1562</td>
<td>94.6</td>
</tr>
<tr>
<td>1.0–10.0</td>
<td>4.087</td>
<td>1.722</td>
<td>1.056</td>
<td>0.444</td>
<td>1477</td>
<td>94.6</td>
</tr>
</tbody>
</table>

**Modeling Results: Analysis of Controlling Factors**

**LATERAL RETREAT**

Solving equations 2 and 3 produces average summer recession (S) of 1.144 ± 0.014 m and winter recession (W) of –0.11 ± 0.005 m. Errors in S and W are calculated through solving the equations for the highest and lowest possible values of x and y (based on their errors reported earlier). Although the figures hide interannual variability, the results suggest that nearly all of the recession on the southern cliff of the NIF is on average taking place during the austral winter (if we assume direct radiation as the dominant force). This realistic result corroborates other work examining the role of radiation balance in controlling ice-field recession (Mölg et al., 2003b; Winkler et al., 2010). During the winter season, direct radiation onto the wall is negligible, being restricted to early morning and very late evening. The negative value of the winter recession in the model could be explained by deposition of snow and hoar frost during this season in our scans, especially at the base of the wall.

**SURFACE LOWERING**

Applying the radiative (noon solar elevation) and moisture (vapor pressure) weightings and generating simultaneous equations gives different results that are not immediately intuitive. The solar weightings suggest big contrasts in surface change between high sun and low sun periods of the year. During the high sun periods, there is an average loss of 2.00 ± 0.57 m, and during the low sun periods an average gain of 1.58 ± 0.23 m. Again this suggests that local solar geometry (which is different from that on the ice cliff) is a strong driver of the surface change, since we obtain broadly realistic results.

This is not the case for the moisture model. The equations solve to a net loss of 1.58 ± 0.50 m during the wet/humid seasons, and a net gain of 1.30 ± 0.18 m during the dry seasons. The unrealistic solution implies that increased solar elevation during the humid seasons (there is some commonality between the two sets of weightings) more than compensates for the possible surface increase that should occur as a result of precipitation. Thus, even in the wetter periods of the year, there is at present not enough frequent cloud cover to prevent rapid surface lowering in the intense tropical sun (which is overhead in March and early October). Whether the concentration of lowering during the humid seasons has always been the case is unknown, but this is unlikely in the longer term.

It may appear impossible in practice for net increase in surface height to occur during the dry seasons. However, it is important
to note that the figures created from solving the equations relate to the expected difference in contribution between the two different periods (wet or dry, summer or winter) and are in this sense relative, or indicative of mean interseasonal variability, assuming the weightings are realistic. They are not absolute predictions of surface change. It is therefore a useful exercise to suggest how relative seasonal patterns in recession/lowering rates can be reconciled with controlling factors, not in deriving reliable absolute seasonal figures.

**Discussion**

The seasonal contrasts in lateral retreat are broadly in line with previous studies. Winkler et al. (2010) measured recession of the southern ice cliff of 0.168 m yr\(^{-1}\) during March to mid-October, rising to 1.56 m yr\(^{-1}\) during the rest of the year (sunlit period). Although slightly higher, the order of magnitude difference between austral winter and summer is similar to our results. Hastenrath (2010) reported surface lowering of 14.51 m between 1962 and 2000 (0.38 m yr\(^{-1}\)), which is remarkably similar to our longer-term (2004–2008) rate of 0.39 m yr\(^{-1}\). The recent study of Cullen et al. (2013) concentrates on rate of surface area decrease and quotes a decline of 0.0375 km\(^2\) yr\(^{-1}\) for the NIF between 2003 and 2011, with a current ice-field surface area of 0.937 km\(^2\). It is difficult to compare this directly with our measurements, but assuming a square starting area of 1 km\(^2\) (for simplicity), a loss of 0.0375 km\(^2\) yr\(^{-1}\) would translate to a recession of ~19 m yr\(^{-1}\) on all sides of the square if the ice field was to shrink uniformly in all directions. This figure is not that sensitive to the original starting area (e.g., 1.25 km\(^2\) with the same loss leads to ~17 m yr\(^{-1}\)). These rates are an order of magnitude higher than all measured recession rates on the southern ice cliff, implying that recession on other exposures must be accounting for most of the measured decrease in surface area.
area. This in turn illustrates the relative resilience of the southern ice cliff to recession.

The slower rates of horizontal lowering in comparison with lateral retreat suggests that precipitation can partly compensate for the lowering driven by intense solar radiation, but there is still a long-term negative balance present. The dominance of solar geometry in explaining seasonal recession rates on the southern ice-cliff, and in overcompensating for precipitation on the surface of the ice field, agrees with much other research that shows that direct radiation is the dominant process controlling current ice-field retreat on the summit of Kilimanjaro (Kaser et al., 2004; Mölg et al., 2003b, 2009b). Further field observations made by the authors support this. Figure 6 shows two views, looking north and south from the summit to the northern and southern ice fields, respectively, during the austral winter (August) shortly after solar noon. The south face of the northern ice field is in shadow (Fig. 6, part a). Only the steeper parts of the north face of the southern ice field (Fig. 6, part b) are in shadow (but this is the season when the north face is expected to be in retreat and will receive most radiation). Both ice fields show a ridged appearance, with the development of individual elongated blocks of ice running from east to west, stacked up behind one another, thus maximizing the ice surface area exposed to either north or south, and minimizing that exposed to east or west. This orientation maximizes the protection from direct solar radiation since the accumulated radiation over the course of a year is around 50% of that on a flat surface for east/west-facing cliffs, but only 25% for north/south-facing cliffs (Fig. 7).

If the horizontal surface area on the top of the ice field reduces with time, surface raising through precipitation becomes less effective as a process. Thus, radiation becomes even more dominant in controlling mass balance and thus surface geometry. The increasing lateral retreat reduces the horizontal area relative to the cliff area, and herewith leads to a feedback loop whereby insolation more strongly controls the mass balance. The response is similar to the development of penitents in snow (although at a much larger spatial scale and slower temporal scale). Eventually the ice field breaks up into east-west–oriented fin-like structures (Fig. 8) with almost no horizontal surface exposed, and thus further surface accumulation becomes impossible. From this point on, the eventual demise of the ice is certain as it is no longer in equilibrium with the climatic environment.

What is less clear is how the east-west ridges become separated from one another or from the main sheet (there is clear evidence of this process beginning on Fig. 6, part b). It is likely that local holes develop in the horizontal ice-field surface, which then become enlarged in the east/west plane through “scooping out” by the sun as it moves from east to west across the sky. What causes these holes to develop in particular locations is unknown, but once started they will easily be enlarged. This process (along with the tendency for shallow areas of ice such as the surface glaciers to disappear earlier than the thicker ice fields) means that predictions of a date for ice-field demise based purely on linear extrapolation of the rate of surface area decline into the future (e.g., Thompson et al., 2002) may be unrealistic. There may be a final period preceding disappearance when there is little or no surface area. The northern and southern ice fields are likely to split into several separate ridges before disappearing. Indeed, the Furtwangler glacier has already done so, breaking into two in 2008, and the NIF split into two in late 2012 (see report online at http://earthobservatory.nasa.gov/IOTD/view.php?id=79641), which has increased the linear distance of the ice field margin with respect to its horizontal surface area.

The concentration of horizontal lowering in the more humid periods of the year suggests that precipitation is no longer frequent or substantial enough during these seasons to counteract the increased intensity of solar radiation around the equinoxes. The continuation of strong ablation throughout the year is broadly in line with Mölg et al. (2008), who calculated seasonal ablation for a south-facing slope glacier (gradient 18° and azimuth 200°). The solar geometry was slightly different, favoring a single peak in the austral summer, rather than two peaks near the equinoxes, but interseasonal differences in ablation were slight, ranging from ~85 mm of water equivalent per month during January-February to ~60 mm of water equivalent per month in March-April-May (other
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**FIGURE 6.** Views looking out from the summit region of Kilimanjaro (a) looking north to the northern ice field, and (b) looking south to the southern ice field. Both photos were taken shortly after solar noon in August and demonstrate the ridged characteristics of the ice fields (approximately 30–40 m thick), maximizing opportunity for shading on the north/south-facing walls in austral summer/winter, respectively. The south face of the NIF is in shadow, whereas the north face of the SIF is largely in direct sunlight. The upper level airflow from east to west (right to left on Fig. 6, part a) can be shown by the extended anvil associated with the isolated cumulonimbus.
Mass balance was much more variable between seasons, but this was driven by differences in precipitation. The modeled rapid lowering during the more humid seasons needs further validation. Since the models are based on a few years and only three scans, they may not be as robust as would be desired. El Niño events are known to influence rainfall in East Africa (Kabanda and Jury, 1999; Latif et al., 1999). There was an El Niño event during 2006–2007 (Kijazi and Reason, 2009), and this caused flooding in lowland areas of northern Tanzania, particularly during November and December, but the effects of this at the high elevations relevant to the summit ice fields are less known. Nearly all research expeditions are undertaken in the dry seasons, and the exact mechanisms of precipitation development during the wet seasons are therefore not fully understood, despite strong modeling efforts (Mölg et al., 2009c; Fairman et al., 2011; Heuser, 2010; Mölg et al., 2012).

If surface lowering is enhanced during the more humid seasons, it suggests that current cloud cover is neither frequent nor thick enough to prevent the intense (often overhead) sunlight from causing strong net lowering of the surface in-between periods of precipitation. Studies of precipitation during the wet season (Mölg et al., 2009c) have indeed suggested that heavy precipitation can occur typically only on a few days, and that even within the “wet” seasons there are many dry days with lack of cloud, particularly in the mornings. Any assumption that the wet seasons help to “top up” the ice field before it is ablated during the dry periods of the year would be erroneous.

Accumulation must have been greater than ablation during wet seasons in the past, allowing a positive mass balance to grow the ice fields. There has subsequently been a change in the character of the more humid periods of the year. Numerous studies have suggested how important atmospheric moisture is in controlling long-term mass balance on Kilimanjaro (e.g., Kaser et al., 2004; Mölg and Hardy, 2004; Mölg et al., 2006, 2009a). Substantial accumulation during successive wet seasons is required if glaciers were to start to build up again on the summit plateau (see Kaser et al., 2010, for a discussion of the recent wet season in 2006/2007 and its influence on snow buildup on the summit crater). Our results provide further evidence that the ice field was created under a different climate regime and is no longer in equilibrium with the current climate.
From three scans of the position of the south-facing cliff of component (shadow on right). The exposed surfaces face north (left) and south (right) with limited horizontal exposure and thus accumulation is now irrelevant as a mass balance component. Person gives vertical scale. Picture is taken in austral winter so sun has a northerly orientation on the former.

FIGURE 8. Photograph of final stages of ice field decline taken at Furtwangler glacier. The picture is looking east along one of the fin-like structures. The exposed surfaces face north (left) and south (right) with limited horizontal exposure and thus accumulation is now irrelevant as a mass balance component. Person gives vertical scale. Picture is taken in austral winter so sun has a northerly component (shadow on right).

Summary and Concluding Remarks

1. From three scans of the position of the south-facing cliff of the NIF on Kilimanjaro, we have quantified recession rates between 2004 and 2008. The rates of lateral retreat average 1.39 ± 0.015 m yr⁻¹ (2004–2006) and 0.89 ± 0.007 m yr⁻¹ (2006–2008). Although we acknowledge the short timescale, these rates are largely in agreement with past estimates (Thompson et al., 2002).

2. The horizontal lowering of the surface is less than half of these rates (0.65 ± 0.38 m yr⁻¹ for 2004–2006 and 0.25 ± 0.31 m yr⁻¹ for 2006–2008), again broadly consistent with Thompson’s rate of 0.27 m yr⁻¹ for 2000–2007). Thus, on average conditions are more conducive for ice mass loss on the south-facing wall than on a flat surface, despite increased protection from direct radiation on the former.

3. An analysis of seasonal variability in recession rates confirms that on south-facing cliff of the NIF nearly all of the retreat occurs during the austral summer (September–March) when the direct radiative input is considerably higher (Cullen et al., 2007; Winkler et al., 2010). The lack of direct input in winter means recession is concentrated during half of the year.

4. On the ice-field surface itself, most of the lowering is modeled to take place in the high sun periods around the equinoxes. This again implies direct solar loading to be of critical importance in controlling lowering rather than precipitation, even on the horizontal surface. The high sun periods to some extent coincide with the more humid times (as defined by vapor pressure), leading to a somewhat unexpected concentration of surface lowering during the “humid” seasons.

Consideration of the geometry of surface recession (Figs. 6 and 8) and the spatial patterns of retreat suggests that solar geometry (Fig. 7) is the overriding factor controlling recession/lowering at this location, and is currently more influential than seasonal contributions from precipitation. We have made predictions about the future behavior of the ice-field geometry based on this information and supported by current field observations. However, our results are only representative of one location on the southern flank of the NIF. With continued and more extensive monitoring and modeling, we may be able to upscale these findings to make realistic future predictions of changes in ice-field geometry and therefore the length of survival of the ice fields, assuming a continuing similar climate regime.
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