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Abstract—Classification is one of the most researched problems in machine learning, since the 1960s a myriad of different techniques have been proposed. The purpose of a classification algorithm, also known as a ‘classifier’, is to identify what class, or category an observation belongs to. In many real-world scenarios, datasets tend to suffer from class imbalance, where the number of observations belonging to one class greatly outnumbers that of the observations belonging to other classes. Class imbalance has been shown to hinder the performance of classifiers, and several techniques have been developed to improve the performance of imbalanced classifiers. Using a cost matrix is one such technique for dealing with class imbalance, however it requires a matrix to be either pre-defined, or manually optimized. This paper proposes an approach for automatically generating optimized cost matrices using a genetic algorithm. The genetic algorithm can generate matrices for classification problems with any number of classes, and is easy to tailor towards specific use-cases. The proposed approach is compared against unoptimized classifiers and alternative cost matrix optimization techniques using a variety of datasets. In addition to this, storage system failure prediction datasets are provided by Seagate UK, the potential of these datasets is investigated.

I. INTRODUCTION

As processing power and storage become cheaper, machine learning is quickly making it’s way from a mathematical curiosity to a powerful decision making tool. Some of the more well known applications of machine learning in the real-world include targeted advertising [1] and email spam filters [5]. Machine learning is appealing to businesses as it allows problems to be solved that would previously be infeasible, however it can rarely solve these problems correctly every time. Classification is an example of a machine learning problem, classifiers attempt to identify an unseen object as part of a certain category, or class. In order to do this, classifiers must be trained using a dataset, made up of a number of records, or instances. Each instance of a dataset has many attributes and a class, classifiers learn from the dataset and build a model that can be used to predict a class based on the attributes alone. A classification problem is said to suffer from ‘class imbalance’ when the number of instances belonging to one class outnumbers that of any other class(es). Class imbalance can be measured using an imbalance ratio, for example in a scenario where there are four times as many examples of one class than another, the imbalance ratio will be 4:1. When the imbalance ratio becomes larger, classifying becomes more problematic, as the minority class(es) become a smaller part of the dataset. Class imbalance has been shown to adversely effect the performance of many classification algorithms [17]. Several techniques have been developed for dealing with class imbalanced datasets [23][10][11], and either involve modifying the dataset (re-sampling) or making the classifier ‘cost sensitive’. Re-sampling involves modifying an imbalanced dataset to change the imbalance ratio (majority class / minority class). There are two types of re-sampling: undersampling, and oversampling. Undersampling involves reducing the size of the majority class by removing records. Records can be removed at random, or pseudo-randomly [23]. Pseudo-random techniques involve running clustering algorithms on the majority class to find any clusters, a small number of records are then randomly picked from each cluster, to ensure that the majority class is still properly represented despite data loss. Oversampling involves increasing the size of the minority class with the insertion of synthetic data. Synthetic data can be inserted at random, or pseudo-randomly using algorithms such as SMOTE (Synthetic Minority Oversampling Technique) [10]. Oversampling can be problematic when the minority set is made up of a small number of instances, as the synthetic data can be poorly representative of the class.

Classifiers can be made cost sensitive with the use of a cost matrix [11]. Cost matrix $M$ is defined as:

$$M = \begin{pmatrix} M_{11} & \cdots & M_{1N} \\ \vdots & \ddots & \vdots \\ M_{N1} & \cdots & M_{NN} \end{pmatrix} \quad (1)$$

Where $N$ is the number of classes and $M_{ij}$ is the cost of classifying an instance with actual class $i$ as class $j$. This makes it possible to penalize classifiers more for misclassifying the minority class, which solves a common problem when working with class imbalance, where classifiers simply classify all instances as the majority class. The advantage of making classifiers cost sensitive is the fact that no data is removed from the dataset, and no potentially harmful synthetic data is added. However when using a cost matrix, the values of an optimal cost matrix are often unknown. The aim of this paper is to create and evaluate an algorithm for automatically producing an optimized cost matrix. The rest of the paper...
is structured as follows: Section II reviews existing work done on optimizing cost matrices. Section III contains several performance metrics that are commonly used to measure the performance of imbalanced classifiers. Section IV proposes a solution that uses a genetic algorithm to automatically optimize cost matrices. Section V introduces a case study that is investigated in this paper, and summarizes some datasets provided by Seagate UK. Section VI describes the experiments run on the proposed classifier, and shows the results, this is followed by a discussion in Section VII and the paper is concluded with Section VIII.

II. EXISTING TECHNIQUES FOR COST MATRIX OPTIMIZATION

One problem with cost matrices is that in most cases the optimal cost matrix values are unknown. In most cost matrices, \( M_{ij} = 0 \) where \( j = i \), so for binary classification problems manual optimization is simple, as only \( M_{21} \) and \( M_{12} \) need to be investigated. However for problems with a larger number of classes, optimization becomes a more laborious task, as the number of non-zero cost matrix cells is equal to \( N^2 - N \). Krawczyk et al. [18] trained ensembles of cost sensitive decision trees. Their technique focused on binary classification, where the cost matrix is made up of 4 elements. They derived cost matrices by investigating the cost of misclassifying the minority class. ROC (Receiver Operation Characteristic) curve analysis was used to analyse matrix performance. Their results showed a link between the values in the optimal cost matrix and the imbalance ratio of a dataset. Results were compared against 6 other classifiers and the proposed algorithm outperformed all others in 9 out of 18 cases (6 datasets, each with 3 imbalance ratios). Genetic algorithms have been used to tune misclassification costs before [21], however as opposed to optimizing a cost matrix, a misclassification cost for each class was learned. Their algorithm encodes a cost matrix as a vector, where each element of the vector is the misclassification cost for one of the classes. In cost matrices produced by their algorithm, \( M_{ij} = M_{ik}, \forall j, k \in \{1, \ldots, N\} \) where \( k \neq i \) and \( j \neq i \). This is problematic as large portions of the possible solution space go unsearched. They evaluate the performance of their optimized classifier against two unoptimized classifiers, their results show the optimized classifier performs better across 3 datasets in terms of two common performance metrics for imbalanced classification: Geometric Mean and F-Measure. Cao et al [9] proposed a framework for improving the performance of SVM (Support Vector Machines) classifiers by optimizing a number of parameters, and among these parameters was the cost matrix. Like [18], this paper only focuses on binary classification, so the only value that was optimized was the misclassification cost of the minority class. PSO (Particle Swarm Optimization) is used to optimize the parameters. Their results showed their proposed technique performed significantly better than 5 other SVM variants on 6 out of 11 imbalanced binary classification problems. Another example of a cost matrix optimization technique that focuses on binary classification is [22]. Thai-Nghie et al. used grid search [16] to optimize the CostRatio - the cost of misclassifying the majority class over the cost of misclassifying the minority class. This technique of optimizing a CostRatio is akin to optimizing the misclassification of the minority class, as [9] [18] did. Their results show that in terms of Geometric Mean, their proposed technique outperforms or is equal to a selection of other classifiers in 13 of 18 datasets. Although a large amount of interest has been generated around optimizing cost matrices, to the authors knowledge, no works exist that optimize a cost matrix by learning a cost for each value in the matrix. Existing works either learn a single cost [16] [9] [18], or learn a misclassification cost for each class [21]. Learning a single cost is only suitable for binary classification, and learning a misclassification cost for each class avoids searching large parts of solution space.

III. MEASURING THE PERFORMANCE OF IMBALANCED CLASSIFIERS

Once a classifier has been trained, it can be evaluated by using a test set, which contains instances that have not yet been encountered by the classifier. Once the test set has been evaluated, it produces a confusion matrix, and many performance metrics can be described in terms of the confusion matrix. The confusion matrix \( C \) can be defined as:

\[
C = \begin{pmatrix}
C_{11} & \cdots & C_{1N} \\
\vdots & \ddots & \vdots \\
C_{N1} & \cdots & C_{NN}
\end{pmatrix}
\]  

(2)

Where \( N \) is the number of classes, and matrix element \( C_{ij} \) is the number of instances belonging to class \( i \) that were classified as \( j \). For a binary classification problem, the number of false positives can be defined as \( C_{12} \), and the number of false negatives can be defined as \( C_{21} \). Traditionally classification accuracy is used to measure classifier performance, the classification accuracy, \( \alpha \), can be defined as:

\[
\alpha = \frac{\sum_{i=1}^{N} C_{ii}}{\sum_{i=1}^{N} \sum_{j=1}^{N} C_{ij}}
\]  

(3)

The classification accuracy gives a good idea of classifier performance when the dataset is balanced, however when the dataset is unbalanced some problems emerge. For example, in a binary classification problem, if the majority class outnumbered the minority class 9:1, and all instances were classified as the majority class, the classifier would have an accuracy of 90%, despite 0% of the minority class being classified correctly. Geometric mean [4] is a useful measure of classifier performance. The geometric mean \( g \) is defined as:

\[
g = \sqrt[\sum_{i=1}^{N} C_{ij}]{\prod_{i=1}^{N} \frac{C_{ij}}{C_{ii}}}
\]  

(4)

The geometric mean is a good performance measure for imbalanced problems as the performance of each class is weighted equally, meaning that if any of the classes show poor performance, the geometric mean will be low. Two popular performance metrics for imbalanced problems are sensitivity \( s \) and precision \( p \). The sensitivity \( s \) of class \( i \) is defined as:

\[
s(i) = \frac{C_{ii}}{\sum_{j=1}^{N} C_{ij}}
\]  

(5)
The precision $p$ of class $i$ is defined as:

$$p(i) = \frac{C_{ii}}{\sum_{j=1}^{N} C_{ji}} \quad (6)$$

Where $1 \leq i \leq N$. Sensitivity describes the percentage of instances belonging to class $i$ that were correctly classified, when $s(i) = 1$ all instances belonging to class $i$ have been classified correctly. Precision describes the percentage of instances classified as class $i$ that were correctly classified. When $p(i) = 1$, and $i$ is the ‘positive class’, the false positive rate of the classifier will be 0, i.e. all instances assigned to class $i$ are correctly classified. For classification problems with more than 2 classes $S$ and $P$ need to be defined to handle multiple minority classes. This is assuming that there is a single majority class. $S$ and $P$ are defined as:

$$S = \frac{1}{(N-1)} \sum_{i=2}^{N} s(i) \quad (7)$$

$$P = \frac{1}{(N-1)} \sum_{i=2}^{N} p(i) \quad (8)$$

Where class 1 is the majority class, hence precision and sensitivity of class 1 is not taken into account. Sensitivity and precision can be combined using a metric known as the F-Measure [8]. The F-Measure $F$ is defined as:

$$F = 2 \left( \frac{SP}{S+P} \right) \quad (9)$$

IV. PROPOSED SOLUTION

A. Algorithm Description

A GA (Genetic Algorithm) is employed to improve classification performance by exploring a solution space of possible cost matrices. The GA consists of a population of individuals (cost matrices), an individual is expressed as a genome. The algorithm takes a dataset, and splits it into two sections, the ‘training’ set and the ‘validation’ set. Next, a population of randomly generated cost matrices is created. Each of these cost matrices is applied to a ‘base classifier’, the ‘base classifier’ type is supplied as a parameter. The classifiers are trained using the training set, and then their fitness is evaluated using the validation set. An empty population is then created, and filled with the offspring of the current population. If the maximum number of generations hasn’t been reached, then this process repeats, but with the new population. If however, the maximum number of generations has been reached, The best individual (cost matrix) from the new population is applied to a base classifier, and this classifier is trained using the entire dataset (both train and validate). This classifier is then output by the algorithm. The whole process is illustrated in Figure 1 and Algorithm 1.

1) Genome: The genome (chromosome) is expressed as a vector of doubles, where the length is always $N^2$ with $N$ being the number of classes. Each gene in the genome represents a different element of the cost matrix $M$, for example, a binary classification problem will have the genome: $(M_{11}, M_{12}, M_{21}, M_{22})$. When an individual is created, the genome is generated at random, genes associated with mis-classification ($M_{ij}$ where $i \neq j$) are initialized between 0 and 100, and genes associated with correct classification ($M_{ii}$ where $i = j$) are initialized as 0.

2) Fitness Evaluation: Three fitness functions are proposed: F-measure (Equation 9), Accuracy (Equation 3) and Geometric Mean (Equation 4). These fitness functions are compared in Section VI.

3) Genetic Operators: Three types of genetic operators are used in the algorithm, mutation, crossover and reproduction. Genetic operators are how genetic information is passed from one generation to the next. Mutation involves selecting genes from an individual’s genome and changing their value. As the genome is stored as a vector of doubles the mutation operator picks a random double from an individuals genome, and randomly generates a new double between 0 and 100 to replace it. Despite the fact matrix values associated with correct classification are initialized as 0, they can be mutated to become non-zero values. Crossover involves selecting two different individuals and ‘mixing’ their genomes, the type of crossover used in this algorithm is known as ‘one-point crossover’ and was selected due to the potentially small genome size. One point crossover involves picking a random crossover point in the genome, and swapping the genetic information of the two individuals after that point creating two new ‘child’ genomes. Reproduction selects an individual and copies it into the next generation. Individuals are selected using a technique known as tournament selection [14]. Tournament selection involves $k$ individuals being picked from a population at random to be ‘contenders’. The ‘contender’ with the highest fitness is selected as the winner. Mutation and reproduction require one tournament to be run, whilst crossover requires two tournaments, as two parents are required. In the case of crossover, if both parents are the same, another tournament will be run to find a new parent.

V. CASE STUDY: STORAGE SYSTEM FAILURE PREDICTION

One real-world application of classification is the prediction of product failures before they happen. Failure prediction strategies offer a lot of opportunity for saving money in a business environment. Product failure prediction is a challenging problem because in such an environment datasets almost always suffer from class imbalance. As a case study, storage
Algorithm 1 Cost Matrix Optimization Algorithm

Split the dataset into ‘training’ and ‘validation’ sets
Randomly initialize the Cost Matrix population \( G \).
for \( i = 1 \) to noGenerations do
  for \( j = 1 \) to noIndividuals do
    for \( k = 1 \) to noTrainingSet do
      train a classifier(\( C \)) using record(\( k \)) and matrix (\( G_j \))
    end for
    for \( k = 1 \) to noValidationSet do
      evaluate classifier(\( G_j \)) on record(\( k \))
    end for
    calculate fitness for individual(\( j \))
  end for
create new empty generation \( G' \)
for \( m = 1 \) to crossoverRate*100/2 do
  select two individual from \( G \) based on fitness \{ parents \}
crossover the individuals creating two new individuals \{ children \}
insert new individuals in \( G' \)
end for
for \( m = 1 \) to mutationRate*100 do
  select one individual from \( G \) based on fitness
mutate the individual
insert new individual in \( G' \)
end for
for \( m = 1 \) to reproductionRate*100 do
  select one individual from \( G \) based on fitness
insert that individual in \( G' \)
end for
\( G = G' \)
end for
build a ‘final’ classifier(\( C_F \)) using the best individual from \( G' \)
train \( M_F \) using the entire dataset
return \( M_F \)

system failure prediction datasets provided by Seagate UK are investigated in this paper. There is a wealth of literature on disk drive failure prediction using data collected whilst the drives are running, some of it very successful. Murray et al. [19] achieved a sensitivity of over 50% using SVM (Support Vector Machines) with a false positive rate of less than 1%. More recently Zhu et al. [24] used ANN (Artificial Neural Networks) and achieved a failure prediction rate of over 90% with a false positive rates of less than 1%. In spite of this, there has been little work done on predicting failures based on data gathered in manufacturing and little work has been published on predicting the failure of entire storage systems as opposed to individual disk drives.

A. Enterprise Storage System Datasets

Two datasets have provided by Seagate UK, the datasets were generated from Seagate manufacturing test data, they are made up of 18 months worth of data taken from one manufacturing plant, concerning a single product type. The product is an enterprise storage system, consisting of a disk drive array and two drive controllers. One dataset consists of data gathered at the controller level, and the other consists of data gathered at the drive level. The datasets contain attributes measured in the manufacturing test process, and a class, which corresponds to the component’s status in the field. The controller level dataset has 40,676 instances and 43 features, the features include the values of many environmental sensors on the controller. The dataset has 7 classes, either ‘No Defect’, or a category of field failure. The class distribution can be seen in Table I. The drive level dataset has 239,608 instances and 48 features. The features include performance measurements and data pulled from error counters on the drive. The dataset has 6 different classes, where the most common class ‘No Defect’ vastly outnumbers the other classes, which like the controller dataset represent different field failure categories. The class distribution can be seen in Table I.

| TABLE I. CLASS DISTRIBUTION OF THE CONTROLLER AND DRIVE DATASETS |
|----------------|----------------|
| Dataset        | Class          |
| Controller     | Instances      |
| Connector - Pins Defective | 38770 |
| No Defect      | 1886           |
| Other          | 22             |
| Drive          | Instances      |
| No Defect      | 236838         |
| Performance    | 1233           |
| G-List         | 782            |
| Corrupt Format | 464            |
| Other          | 291            |

B. Preprocessing

Due to the way the data was initially extracted, a small number of duplicate records were present in the data, which have been removed during the preprocessing stage. In addition, to improve the performance of classification algorithms, the problems have been split up into binary classification problems. Each of the binary classification problems contain the instances concerning one of the defects, as well as all of the ‘No Defect’ instances. This reduces the probability of an instance being misclassified by reducing the possible number of classes it could fall into.

C. Experiments On Failure Prediction Datasets

To Determine which of the many datasets are suitable for failure prediction, some experiments were run. To compare the performance of different classifiers, 3 binary classification datasets were used: ‘Controller_DevectiveConnectors’, ‘Drive_Performance’ and ‘Drive_GList’, each one comprised of ‘No Defect’ records and records belonging to their respective failure category. The other datasets were not considered as they have a very small number of instances concerning the ‘failure’ class, this makes it hard for meaningful classifiers to be trained. The ‘DevectiveConnectors’ failure corresponds to one specific connector on the storage system being faulty. ‘Performance’ failures correspond to all performance related drive problems. The ‘GList’ failures correspond to drives with a very high number of G-List entries. A G-List entry occurs every time a ‘bad’ sector is discovered on the drive media, it is normal for a small number of G-List entries to occur, but a large number could imply the drive is faulty or damaged. \textit{Naive Bayes} [20], \textit{Bayesian Networks} [13], \textit{CART} (Classification And Regression Tree) [7] and \textit{Random Forests} [6] were evaluated on these datasets, and the results were compared. The \textit{Random Forest} classifier used 9 trees, as this gave good results, but also had a reasonable training time. All experiments used...
10 fold cross validation and the results shown are the mean of 5 models. Each model used a different random seed for generating cross validation partitions. The precision, sensitivity and F-Measure were measured, the results are displayed in Table II.

Table II shows the results of the initial experiments on the failure prediction datasets. The controller dataset yields far better results than the drive datasets. These results show that the drive datasets are not suitable for failure prediction, as a high precision is required for this. The highest precision measured on either of the drive datasets is 0.014, this would imply a very high false positive rate. Because of this, the only Seagate dataset that will be investigated further is the defective connectors dataset. All three of the Seagate datasets suffer from class imbalance. The imbalance ratio of the controller dataset is around 20:1, whilst the imbalance ratios of the Drive_Performance and Drive_GLList datasets are 192:1 and 20:1 respectively. One approach for improving classifier performance in the case of an imbalanced dataset is using a cost matrix [11]. Cost matrices have advantages over re-sampling methods as no data is lost and no synthetic data is added. In the case of a binary classification problem, the cost matrix can be defined as:

\[
M = \begin{pmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix}
\]  

(10)

Assuming class 1 is the majority class, and class 2 is the minority class, as \(M_{21}/M_{12}\) increases, misclassifying the minority class becomes more and more costly, thus penalizing classifiers that classify most, or all instances as the majority class. Using ‘Controller_DefectiveConnectors’ as a benchmark, the classifiers used earlier in the paper were made cost sensitive, and changing the value of \(M_{21}/M_{12}\) was investigated.

Figure 2 shows how changing the cost matrix affects the performance of classifiers on the Controller_DefectiveConnectors dataset. Different classifiers appear to react differently to the cost matrix being changed. Bayesian Networks, CART and Random Forests appear to follow one trend, where the F-Measure improves as \(M_{21}/M_{12}\) is increased. Naive Bayes however behaves differently, the F-Measure improves slowly as \(M_{21}/M_{12}\) decreases. In section VI the cost matrix will be optimized using the proposed solution and the performance of the optimized classifiers will be evaluated against their unoptimized counterparts using both the Seagate controller dataset, and publicly available datasets.

VI. INVESTIGATION

A. Experimental Setup

Three experiments are run, the first experiment is designed to test the proposed algorithms effectiveness in a range of different scenarios. Seven different datasets are tested, the controller dataset extracted from the Seagate data, and six publicly available datasets from the KEEL repository [2]. Classifiers are evaluated using a 60/40 train/test set split. Genetic parameters can be seen in Table III. The parameters were chosen based on the time taken for the algorithm to complete and the rate at which the population looses diversity.

A Breakdown of the datasets can be seen in Table IV. The imbalance ratio is given as number of instances in majority class / number of instances in minority class.

The second experiment is designed to show how effective the proposed algorithm is at different levels of class imbalance. The 6 datasets used in [18] were taken from the KEEL repository [2]. Random undersampling was run to achieve
different levels of class imbalance (1:10, 1:25 and 1:50). A breakdown of the datasets can be seen in Table V.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Instances</th>
<th>#Features</th>
<th>#Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>page-blocks0</td>
<td>5472</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>pima</td>
<td>768</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>segment0</td>
<td>2308</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>shuttle-cl-vsv-c4</td>
<td>1829</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>vehicle2</td>
<td>846</td>
<td>18</td>
<td>2</td>
</tr>
<tr>
<td>yeast1</td>
<td>1484</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

In [18], Krawczyk et al. derive an optimal value of $M_{21}/M_{12}$ for each of the datasets at each of the imbalance levels using ROC curve analysis. The final experiment compares ROC curve analysis to the proposed solution. All experiments were written using the Weka Data Mining Software [15].

B. Experimental Results

1) Experiment One: The target in this experiment is to evaluate the effectiveness of the evolved cost matrix in classifying imbalanced datasets. The performance of each classifier method is evaluated with and without cost matrix. The results in the NCM column are collected from a classifier with no cost matrix and the results in the other 3 columns were obtained using the proposed algorithm with the different fitness functions. The $CM_A$ column contains data collected using the Accuracy fitness function, the $CM_F$ contains data collected using the F-Measure fitness function, and the $CM_G$ column contains data collected using the Geometric Mean fitness function. The results in the NCM column were collected from a classifier with no cost matrix. Each method is evaluated using F-Measure (FM), Precision (Perc) and Sensitivity (Sen). ‘Std’ corresponds to the standard deviation in F-Measure. The results are shown in Table VI. The results shown are the mean of 10 runs.

2) Experiment Two: This experiment is designed to investigate the effectiveness of the proposed algorithm at different levels of class imbalance. The algorithm is run using Naive Bayes as its base classifier, with a 60/40 train/test split and F-Measure is used as the fitness function. The Naive Bayes/F-Measure combination is used due to its consistent improvement over the NCM classifier in experiment 1. The results are compared against an unoptimized Naive Bayes classifier, and an ensemble of Naive Bayes classifiers using AdaBoost [12]. Results can be seen in Table VII. All performance metrics shown here are the mean of 10 runs.

3) Experiment 3: The final experiment compares the proposed genetic algorithm to ROC curve optimization, which is used in [18]. The ROC curve optimization uses CART as base classifier and modifies the value of $M_{21}$. Values between 5 and 100 are used, with a step size of 5. For a fair comparison, the genetic algorithm has been modified in this experiment to use the area under the ROC curve as a fitness function. The genetic algorithm uses CART as a base classifier. The results are compared with an unoptimized CART classifier, with no cost matrix used. CART is used as the classifier used in [18] is based on decision trees. Results under the $CM_{GA}$ correspond to results collected using the proposed algorithm. Results under the $CM_{ROC}$ correspond to results collected using ROC curve optimization. The results can be seen in Table VIII. All performance metrics shown in this experiment are the mean of 10 runs.

C. Analysis Of Results

In experiment 1, the optimized Naive Bayes classifier shows the best performance gain on the ‘magic’ and ‘page blocks’ datasets, both of which have a fairly low number of attributes and are binary classification problems. Cost matrix optimization had little effect on the ‘letter’ and ‘coil2000’ datasets, ‘letter’ is balanced so a cost matrix shouldn’t change classification performance much, however ‘coil2000’ is a binary classification problem. What separates ‘coil2000’ from the other binary classification problems is it’s large number of attributes. The most effective fitness function appears to be F-Measure, which outperforms NCM in all cases. The other fitness functions (Geometric Mean and Accuracy) perform inconsistently. In contrast to Naive Bayes, Bayesian Networks show the best performance gain on the binary classification datasets with a large numbers of features (‘coil2000’ and the Seagate ‘controller’ dataset). The F-Measure fitness function does not perform as consistently here as it did with Naive Bayes, although in most cases it outperforms the NCM classifier. Geometric Mean is the most consistent fitness function here. Like Bayesian Networks, CART shows large performance gains on the ‘coil2000’ and ‘controller’ datasets. The Accuracy fitness functions performs very poorly, with the NCM classifier outperforming it in 6 of the 7 datasets. The other two fitness functions perform better, both of them outperform the NCM classifier in 5 of the 7 datasets. The Random Forests perform very well on the datasets, specifically the optimized Random Forest using F-Measure as a fitness function. F-Measure always performs better than, or on par with the NCM classifier. Like Bayesian Networks and CART, Random Forests see the best performance gains on the ‘coil2000’ and ‘controller’ datasets. Random Forest optimized using F-Measure is an extremely competitive classifier, it outperforms all 15 other configurations (4 classifiers * 4 cost matrix types) in 3 of the 7 datasets (‘page blocks’, ‘magic’ and ‘controller’).

From the results in experiment 2, it is obvious that in most cases performance deteriorates as the imbalance ratio is increased. In most cases, the unoptimized and optimized classifiers deteriorate at a steady rate, with the proposed solution performing better. The proposed solutions performance relative to Adaboost appears to change from dataset to dataset, in some cases the proposed solution outperforms Adaboost by a large margin (‘yeast’), but in other cases performs very poorly in comparison (‘page blocks’). The datasets the proposed solution performs best on (‘pima’, ‘yeast’ and ‘shuttle’) have a low number of attributes compared to the ones it performs poorly on. These results could indicate that the proposed algorithm outperforms Adaboost in scenarios where the number of attributes is very small.

In the final experiment 18 separate datasets were investigated, in 11 out of 18 cases, the proposed solution performs at least as well as the ROC curve analysis. As well as this, ‘brute force’ optimization techniques like the ROC curve analysis quickly become infeasible when the number of classes rises above 2, this scalability problem does not affect genetic algorithms, so the proposed solution will scale well.
D. Analysis Of Seagate Datasets

Of the three Seagate datasets, only the Controller dataset appears to show a connection between the manufacturing data and field failures. A detailed breakdown of the results from this dataset can be seen in table IX. Unoptimized classifiers are compared against the proposed solution using the best fitness function (which in all cases is F-Measure). These results show a trade-off between sensitivity and precision, such that a trade-off is common in classification problems [3].

The optimization algorithm finds the best trade-off between the two, and that’s how the overall performance is improved. No previous work has investigated a similar failure prediction problem. To the best of the authors' knowledge, there is nothing to compare these results with.

Random Forest was the algorithm that appears to perform the best, with the unoptimized classifier having a precision of 0.869 in the best field failures. A detailed breakdown of the results from this dataset can be seen in table VIII. Unoptimized classifiers are compared against the proposed solution using the best fitness function (which in all cases is F-Measure). These results show a trade-off between sensitivity and precision, such that a trade-off is common in classification problems [3].
VII. DISCUSSION

Experiment 1 shows that genetically optimizing the cost matrix has potential to improve classification performance. The results from experiment 1 along with Figure 2 show that different classifiers are effected differently when a cost matrix is applied. Another interesting finding is that using F-Measure as the fitness function doesn’t always produce the highest F-Measure in the results, which is counter-intuitive. Experiment 2 shows that the performance of the proposed algorithm deteriorates as the imbalance ratio increases. The experiment also shows that in some cases, the proposed algorithm can outperform Adaboost [12]. Experiment 3 compares the proposed algorithm to ‘manual’ optimization using ROC curve analysis [18]. It was shown that in the majority of cases, the proposed algorithm performs at least as well as ROC curve analysis. One of the key advantages of the proposed solution is how easy it is to modify for different classifiers or fitness functions, this allows the proposed solution to be modified to work in many different use-cases. However, as the solution is based around a genetic algorithm and fitness evaluation involves training classifiers, a very large number of classifiers must be trained. Because of this the training time for the proposed solution is far longer than that of a single base classifier. As well as this the proposed solution has many additional parameters on top of the base classifiers parameters, which may require optimization. As the number of classes \( N \) in a classification problem grows, number of cost matrix elements, and therefore the genome size is equal to \( N^2 \). The dimensionality of solution space rapidly increases as the number of classes increases, meaning that larger populations are required to search the solution space effectively. Future research could focus on finding a method of storing a cost matrix as genome with a smaller size, whilst still retaining all of the information. As well as this, the way different classifiers react to cost matrices warrants an investigation, learning why this happens could be the key to an improved approach to cost matrix optimization.

VIII. CONCLUSION

This paper demonstrates that the performance of classifiers suffering from class imbalance can be improved with the use of a cost matrix, and that an effective cost matrix can be derived using a heuristic search algorithm. One such heuristic technique is proposed by this paper and uses a genetic algorithm for cost matrix optimization. The algorithm takes a classifier and derives an optimized cost matrix, optimized classifiers are compared against their unoptimized counterparts as well as boosting algorithms, both cases show promising results. It is important to improve the performance of imbalanced classification because it affects many real-world problems, once such real-world example is investigated in this paper: storage system failure prediction. Classification algorithms were run on three datasets provided by Seagate UK, and one of the datasets showed good potential for failure prediction, accurately predicting over 50% failures, with a precision of over 70%.
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