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Abstract: In this paper the role of validity and reliability in the development of physical employment standards (PESs) and the consideration of these factors in determining the final pass/fail criteria for a PES and ultimately the legal defensibility of a PES is examined. Particular attention is paid to the use of subject-matter experts, the levels of evidence used in the establishment of the minimum acceptable pace/intensity for the completion of critical tasks, and the considerations needed in physical test selection.
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Introduction
A physical employment standard (PES) may be challenged within a court of law; an expert witness can be called to determine the validity and reliability of a PES and whether it is rationally connected to the performance of the job (Tipton et al. 2013). Thus, validity and reliability are essential interrelated components of a PES, and an important consideration for those wishing to implement defensible cut-scores.

The development of a PES has previously been described as involving 6 methodological steps (Tipton et al. 2013); during each step there is a need to ensure that the process has been validated to progress onto the next step. To ensure clarity in the subsequent sections, Table 1 defines the common terminology used in the development of a PES.

Contemporary viewpoints on validity have emphasized “sources of validity evidence” rather than “types of validity”, thereby focusing on the evidence for validity rather than simply its classification. For example, the Test Standards (American Educational Research Association, American Psychological Association, and National Council on Measurement in Education (AERA)1999, 2014) applied within the educational system describe 5 sources of validity evidence based on (i) test content, (ii) response processes, (iii) internal structure, (iv) relations to other variables, and (v) the consequences of testing. Although it is a concept not widely used in the PES research literature, where possible, the terminology presented in the Test Standards will be used. Likewise, contemporary validity theory takes an integrative view of validity and reliability evidence. There has been some debate in the statistical psychometric literature as to whether reliability is a necessary but not sufficient condition for validity (Zumbo 2007). This issue is better cast as one of measurement precision so that one strives to have as little error as possible in measurement and inference. Specifically, reliability is a question of data quality, whereas validity is a question of inferential quality (Zumbo and Rupp 2004). As such, reliability and validity theory are interconnected research areas, and quantities derived in the former bound or limit the inferences in the latter, i.e., reliability is integral to validity in that a selection test or PES cannot be considered valid if it is not reliable.

The primary focus of this paper is validity and reliability in the context of the development of a legally defensible PES. Validity evidence will be addressed from 4 perspectives: content, logical, criterion, and construct, whilst reliability will be discussed from the perspectives of systematic and random error.

Evidence based on content (content validity) is the “degree to which a test adequately samples what was covered by the course” (Thomas and Nelson 2001). In the case of a PES, the “course” represents the critical tasks required by the job. Content validity cannot be determined through parametric quantitative analysis; however, nonparametric qualitative measures such as lists of specifications and requirements can be produced (Sireci 1998). The results of the critical task analysis and the method of best practice (MOBP) of these tasks should be related to the final PES.
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Logical validity, more commonly known as “face” validity, is achieved when a task analysis includes consultation with subject-matter experts (SMEs), experienced supervisors, and employees, and is most apparent when direct task simulations (DTS) are used as selection tests in developing PESs. Logical validity is strongly favoured by the courts when determining a PES, it is perceived that DTS are “job-related” (Berkman v. City of New York 1983; Henderson et al. 2007), whereas a predictive selection test (PST) could appear unrelated to the job and almost inevitably includes inherent error, relying on predictive relationships (Henderson et al. 2007; Tipton et al. 2013). Logical validity does not require the test developers to carry out criterion-based validation studies (Henderson et al. 2007). As evidence is based on subjective assessment of content (e.g., questionnaires), non-objective statistical evidence can be provided for logical validity thus, whilst logical validity may be considered important by an organization that wishes to promote the use of a PES, researchers tend to prefer a more objective measure of validity (Thomas and Nelson 2001), such as criterion validity.

There are 2 types of criterion-related evidence: concurrent and predictive. Concurrent validity is usually employed when a test is to be substituted by a simple or easily administered alternative; an example of this is the use of indirect assessments of maximum oxygen uptake (e.g., shuttle runs or step tests) as a valid replacement for the direct laboratory assessment (Siconolfi et al. 1985; Chatterjee et al. 2004; Sykes and Roberts 2004; McArdle et al. 2007). The rationale for the use of indirect tests include ease of administration, expense, more robust, and achievable within the constraints of the workplace, which often excludes the use of tests requiring expensive equipment. To determine whether a test has concurrent validity the correlation between the 2 methods is assessed: if a relationship exists (0.36 to 0.67 moderate; 0.68 and above strong (Taylor 1990)), the simpler test can be used (Reilly et al. 1979; Thomas and Nelson 2000). Whether or not such a relationship forms a defensible basis for determining employment should depend on additional considerations (discussed later).

The second type of criterion validity is predictive validity; this is especially important for determining the predictive capability of a test but this validity check is often neglected or not considered part of the research brief. In the case of a PES, this translates into the accuracy with which a selection test determines the capability of a previously untested individual to undertake a critical task required by the job. A correlation is specific to the population on which it was based, and applied to a different sample (potential workforce/applicants) may not be as accurate, thus lowering the validity coefficient, a tendency known as “shrinkage” (Thomas et al. 2005). One way to determine shrinkage is to assess the relevance of a prediction equation for a new sample drawn from the same population, that is, “cross-validation”. It should be noted that shrinkage and cross-validation are not exclusive to criterion validity and should be considered for each of the validity methods.

Construct validity determines whether a PST measures the same constructs as those that actually govern the physical performance of the critical task. It is made up of convergent validity (i.e., constructs that theoretically should be related to each other are, in fact, observed to be related to each other) and discriminant validity (i.e., constructs that theoretically should not be related to each other are, in fact, observed to not be related to each other). Neither convergent or discriminant validity on their own are sufficient for establishing construct validity; both must be evident for a test to be valid. Thus, construct validity uses correlation to determine relationships/associations between constructs, e.g., someone with high–grip-strength endurance also performs well on a task such as load carriage (Reilly 2007). All the forms of validity discussed above are used as evidence to support construct-related validity; a PES demonstrates construct validity if it differentiates between those individuals who are, and are not, capable of performing a critical task to the minimum performance standard (MPS).

Reliability refers from a measure of consistency (reproducibility) within the data; for example in a PES it could be related to the equipment used to determine the physical demands of a critical task or the tests that make up a PES. It is usual to determine reliability using the test-retest method, in which the first measure is compared with a second or third conducted using the same participants and conditions (Vincent and Weir 2005). In addition to test–retest, several additional factors can affect test reliability, these include consistency:

1. between testers (inter-rater), e.g., different SMEs provide similar opinions regarding critical task selection and minimum performance standards;
2. of participants (intra-subject), e.g., participants have been familiarized (systematic variability) with the methods of best practice needed to perform the critical task and are in the same physical state undertaking test–retests (biological variability) (Boyd et al. 2015);
3. of tester’s performance (intra-rater), e.g., an SME asked to determine the minimum acceptable pace to perform a critical task will provide the same answer each time they are questioned.

### Ensuring validity within a PES

The first stage in developing a legally defensible PES is a task analysis to identify job-related critical tasks and determine the MPS (Rayson 2000; Reilly et al. 2006a; Reilly 2007; Jamnik et al. 2010; Milligan 2013; Tipton et al. 2013; Siddall et al. 2014; Taylor et al. 2015a). It is well established that a task analysis provides the foundation to developing a legally defensible PES (Rayson 2000;
Table 2. Criteria for identifying task subject matter experts for military tasks.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Experience performing the task during military exercise or training</td>
</tr>
<tr>
<td>2.</td>
<td>Experience performing the task during military deployment domestically</td>
</tr>
<tr>
<td>3.</td>
<td>Experience performing the task during military deployment internationally</td>
</tr>
<tr>
<td>4.</td>
<td>Experience performing the task during an emergency situation</td>
</tr>
<tr>
<td>5.</td>
<td>Experience in a position of leadership where you have directed subordinates to perform the task and have observed the task being performed</td>
</tr>
<tr>
<td>6.</td>
<td>Have witnessed the task being performed in an acceptable manner</td>
</tr>
<tr>
<td>7.</td>
<td>Have witnessed the task being performed unsuccessfully and can attest to the reasons for, and the consequences of, this failure (e.g.: Person was not fit enough to drag a casualty to cover, therefore requiring that another soldier cease providing covering fire and assist)</td>
</tr>
<tr>
<td>8.</td>
<td>Experience witnessing and/or performing the task using several techniques and can comment on the advantages and disadvantages of these techniques</td>
</tr>
<tr>
<td>9.</td>
<td>Experience delivering formal training on the task (e.g.: teaching courses, developing training curricula, etc.)</td>
</tr>
</tbody>
</table>

Note: From Blacklock et al. 2015, reproduced with permission of Work (Reading, Mass.), Vol. 52, p. 377, © 2015 IOS Press.

In some instances the MOBP cannot be established by the SME because of variations in practices within an organization. If this is the case, methods should be established to determine the most efficient way to undertake a task to ensure that subsequent DTs have content validity (Milligan 2013). These include the physical and physiological measurement of the different methods and equipment used to undertake the critical task.

Setting an MPS

Having established the critical tasks, the next crucial step in a task analysis is the establishment of the minimum acceptable pace/intensity for the completion of each critical task. This requirement ultimately determines the final pass/fail criteria for a PES (Tipton et al. 2013; Zumbo 2016). Therefore, how MPSs are identified and justified provides the foundation upon which all subsequent assessments of validity are made, and thereby determines the defensibility of a PES.

It is important to distinguish between “standard-setting” and determining a cut-score for a particular test. Kane (1994) distinguished the cut-score (which he refers to as a “passing score”), as a point on the test score scale, from the performance standard, which is the minimally adequate level of performance for some purpose (Zumbo 2016). This section will focus on the validity of setting MPS.

The methods used to determine MPSs are likely to be a focus of any challenges to a PES (Berkman v. City of New York 1983). Those setting a PES based on minimum performance should be able to justify “the technique required and the slowest rate regarded as acceptable in terms of health, safety, capability and work performance” (Tipton et al. 2013). Basing a PES on the minimum acceptable performance to undertake a critical task should mean it is independent of sex and age (Reilly and Tipton 2005; Epstein et al. 2013; Tipton et al. 2013), making it more defensible (Reilly and Tipton 2005; Milligan 2013; Tipton et al. 2013).

The evidence for establishing the MPS of a PES tends to be acquired through quasi-objective or subjective (SME) methods, or a combination of the two. It is illuminating to compare the level of evidence used to establish the MPS of a PES with that widely used by the scientific and medical community (e.g., the Scottish Intercollegiate Guidelines Network criteria for the grading of literature and procedures (sign.ac.uk/index.html); levels of evidence (Eccles and Mason 2001)); these criteria are presented in Table 3. These criteria place a large emphasis on systematic, randomized controlled trials with very low risk of bias; evidence produced by objective, quantitative means are ranked higher than other forms of evidence that rely on subjective, qualitative data collection. Given the potential importance of the consequences of performance on a PES, it might be argued that a similar approach is appropriate for the development of a PES.

Table 4 presents some examples of MPSs judged against the level of evidence presented in Table 3. This demonstrates that the highest level of evidence achieved by any PES is 2a+/II (Tables 3...
Table 3. Levels of evidence.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level</strong></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>1++</td>
<td>High-quality meta-analyses, systematic reviews of RCTs, or RCTs with very low risk of bias</td>
</tr>
<tr>
<td>1+</td>
<td>Well-conducted meta-analyses, systematic reviews, or RCTs with a low risk of bias</td>
</tr>
<tr>
<td>1−</td>
<td>Meta-analyses, systematic reviews, or RCTs with a high risk of bias</td>
</tr>
<tr>
<td>2++</td>
<td>High-quality systematic reviews of case-control or cohort or studies</td>
</tr>
<tr>
<td>2+</td>
<td>High-quality cohort or cohort studies with a low risk of confounding or bias and a high probability that the relationship is causal</td>
</tr>
<tr>
<td>2−</td>
<td>Case-control or cohort studies with a high risk of confounding or bias and a moderate probability that the relationship is causal</td>
</tr>
<tr>
<td>3</td>
<td>Nonanalytic studies; e.g., case reports, case series</td>
</tr>
<tr>
<td>4</td>
<td>Expert opinion</td>
</tr>
</tbody>
</table>

Note: Network criteria for the grading of literature and procedures available from sign.ac.uk/index.html, levels of evidence available from Eccles and Mason (2001). RCT, randomized control trial.

Table 4. Justifications used in setting existing minimum performance standards.

<table>
<thead>
<tr>
<th>SIGN level</th>
<th>Eccles and Mason (2001) level</th>
<th>Level of objectivity</th>
<th>PES example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1++</td>
<td>Ia</td>
<td>1</td>
<td>No examples available</td>
</tr>
<tr>
<td>1+</td>
<td>Ib</td>
<td>1</td>
<td>No examples available</td>
</tr>
<tr>
<td>1−</td>
<td>IIA</td>
<td>1</td>
<td>No examples available</td>
</tr>
<tr>
<td>2++</td>
<td>IIb</td>
<td>1</td>
<td>No examples available</td>
</tr>
<tr>
<td>2+</td>
<td>III</td>
<td>1</td>
<td>PES – RNLI Lifeboat Crew (Reilly 2007)</td>
</tr>
<tr>
<td>2−</td>
<td>IV</td>
<td>2</td>
<td>No examples available</td>
</tr>
<tr>
<td>3</td>
<td>IV</td>
<td>2</td>
<td>PES – Canadian Forces Firefighters (Rogers et al. 2014)</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
<td>PES – Oil and gas industry (Milligan 2013)</td>
</tr>
</tbody>
</table>

Critical tasks and minimum pace/intensity/load – Casualty recovery, recover a 70-kg casualty from the water as a 2-man lift

How the minimum pace/intensity/load was established – 70-kg was the average bodyweight of UK males and females aged between 19 and 65 y (Pheasant and Haslegrave 2005). Individual requirement of a 35-kg lift in order to make an equal contribution to the overall task

Notes – Elements of this example can be categorized as levels 4 and IV

Notes – Both these examples have elements which can be categorized as levels 4 and IV

Note: Four levels have been assigned to the examples (1, objective; 2, objective + subjective; 3, subjective). The table also presents the representative Scottish Intercollegiate Guidelines Network (SIGN) and levels of evidence criteria reported in Table 3. ERT, emergency response team; PES, physical employment standard; RNLI, Royal National Lifeboat Institution; SME, subject-matter expert.
and 4). From a review of the literature, the most commonly reported level of evidence used in the development of an MPS was 4/IV (Table 3). For example, Reilly et al. (2006a) determined the minimum pace that a beach lifeguard should be able to paddle 300 m, or swim 200 m, on the basis of the time it could take for a casualty to drown and the likelihood of a successful resuscitation based on published case studies (Table 3). This utilized the work of Fainer et al. (1951), Conn et al. (1995), Golden and Tipton (2002), and others, which suggested that it takes approximately 2 min for a casualty to drown having been face down in water, and resuscitation is unlikely after 10 min of anoxia (Quan et al. 2014). Reilly et al. (2006a) concluded that the 2-min window is extended if the casualty is initially observed experiencing difficulties, thereby increasing the potential rescue time to a 3- to 4-min rescue window, with no more than 10 min before the casualty should be in a position to receive resuscitation. These criteria determined the swim, paddle, and tow performance requirements for United Kingdom beach lifeguards. With groups like the emergency services, the levels of evidence available rank higher (Tables 3 and 4) and the rationale for the determination of MPSs is more straightforward because of the available evidence on factors such as how quickly a fire spreads, how quickly someone heats up or cools down, and post-trauma survival times (Table 4). However, even in these cases the rationale, logic, and evidence on which PESs are based are not beyond challenge.

It becomes more difficult in situations with less objective demands; for example, where one is trying to determine the slowest pace it is acceptable for a person to climb a ladder or complete a mission (Table 4). In such cases MPSs tend to be based solely on the subjective opinion of SMEs (Table 4) (Rayson 1998; Bilzon et al. 2002; Reilly 2007; Milligan 2013; Siddall et al. 2014; Taylor et al. 2015a). Siddall et al. (2014) and Rogers et al. (2014) have suggested similar processes using an adapted “Bookmark method” to set MPSs in an attempt to reduce the subjective nature of SMEs (Table 4). Siddall et al. (2014) asked experienced training instructors to complete the critical tasks at their own pace. The average speed was then calculated and used as a central reference for deciding a “slow” and “fast” speed for each task. Subsequent completion of the critical tasks at the 3 speeds (slow, average, fast) were filmed and shown to the SME along with a contextualization of the critical task; i.e., what is involved in the critical task and the MOBP. SMEs voted anonymously for which speed was, in their opinion, the minimum acceptable pace for the simulated critical task; SMEs were also given the chance to choose a pace for the task that lay halfway between those displayed in each of the 3 videos, giving a choice of 5 rates/intensities. Results were then discussed by the SME and a group consensus arrived at. Similarly, the methodology recommended by Rogers et al. (2014) asked 25 SMEs to rate the speed of critical tasks as acceptable, unacceptable, and minimally acceptable; each of these speeds were then sped up and slowed down by 20 s to give 9 options. The SMEs were asked to bookmark between the simulations considered acceptable and unacceptable, which was followed by 3 further stages to build consensus, to set a suitable cut off score. Whilst these procedures are still largely subjective and rely on norm referencing, they do at least attempt to standardize the method used by SMEs to determine a minimum pace and provide a more structured methodology to obtaining logical and content validity.

It has been reported that none of the levels of evidence detailed in Table 3 are appropriate for all settings (Morley et al. 2010). If an MPS cannot be clearly identified and justified on a rational basis, it is doubtful whether the associated task should be included in a PES. It is recommended that researchers and organizations wishing to develop MPSs give serious consideration to the level of evidence used in their development to ensure the validity and defensibility of the resultant PES. There will be some tasks for which no MPS can be established; these tasks cannot be assessed by a PES. Thus, whilst the level of evidence approach is not necessarily applicable to the determination of MPSs, such an analysis does help contextualize and highlight the level of evidence supporting a PES. The extent to which SMEs are the “default methodology” for establishing MPSs and are often used in preference to seeking more objective criteria is an area requiring further consideration. This is particularly the case given that common use of SMEs result in most PESs being based on evidence that in some other disciplines is regarded as “weak”.

The role of the employing organization

Ultimately an MPS must be agreed to and adopted by the employing organization. There is little in the literature to help determine who in the organization should provide this agreement. In Canada this has often taken the form of a project management team, including members or representatives from policy, legal, equity, human resources and human rights, training development, unions, and management (Gledhill et al. 2001). In producing this review, 2 United Kingdom organizations (the Royal National Lifeboat Institution and the Maritime and Coastguard Agency), with current PESs, were consulted to discuss who was tasked with accepting MPSs. The general consensus was that such standards would be approved for adoption via a board of governance or technical committee, thereby adhering to the Meiorin Test criteria that states firstly: “The employer must show that it adopted the standard for a purpose rationally connected to the performance of the job.” Second, the employer must establish that it adopted the particular MPS in an honest and good faith belief that it is necessary for the fulfillment of that legitimate work-related purpose. Third, the employer must establish that the MPS is reasonably necessary to the accomplishment of that legitimate work-related purpose. To show that the standard is reasonably necessary, it must be demonstrated that it is impossible to accommodate individual employees sharing the characteristics of the claimant without imposing undue hardship upon the employer (British Columbia Public Service Employee Relations Commission v BCGSEU (1999) 3 S.C.R.3).

Determining the physical and physiological demand of critical tasks

Having completed a task analysis and determined the MOBP and the MPS of the critical tasks, the physical and physiological demands of the task should be quantified (Reilly et al. 2007; Gumieniak et al. 2011; Tipton et al. 2013; Milligan 2013; Taylor et al. 2015b). There are a number of factors that can impact the content, criteria, and construct validity and reliability of this stage, which include the following:

1. **Measuring the correct physical and/or physiological attribute of the critical task** — To determine the physical and physiological demand of the critical tasks, one first needs to understand the physiological mechanisms that support the completion of the critical task; e.g., are critical tasks aerobic or anaerobic in nature or a combination of the two.

2. **Choosing the correct sample population** — Data should be collected from a “representative cohort of individuals”, which could be a sample from the wider population of those that could apply for a job and those that are currently in the job (Tipton et al. 2013). If a PES comprises a selection test that contains a skilled component that reduces physiological demand, applicants applying for the job should be given sufficient training to obtain this level of skill, as it would be unjustifiable to base selection on an attribute that will be obtained whilst employed (Jackson 1994). If such training is not provided, the “experience” factor should be inherent in the initial assessment of a task but not be used as a rationale for reducing a PES to the level of those most efficient (skilled), as the need for fitness to do a task precedes the opportunity to develop the skill on the task. Therefore, the physiological demand of a task should be mea-
sured on participants with a range of experience levels to determine a minimum acceptable level of performance, and highlight the potential for different PESs for applicants versus incumbents.

3. **Reliability and validity of the equipment used to determine the physical and/or physiological demands** — When measuring the physical and physiological demands of the critical tasks it is important that the measurement tools are valid and reliable. The accuracy of all equipment used in the development of a PES should be reported and calibrated pre- and post-measurements being taken.

4. **Impact of the environment** — The environment in which the measurements are taken needs to be standardized in terms of conditions. For example, dimensions and accessibility of the work space; posture; terrain; protective clothing; urgency of the task; temperature, humidity; location (e.g., indoors/outdoors) (Taylor and Groeller 2003). Failure to do so may invalidate any data collected.

**Testing options for PESs**

The tests that constitute a PES must either be an accurate direct simulation of the critical task, undertaken using the MOBP, at the MPS (Reilly et al. 2006b; Reilly 2007), or, if it is not possible to use simulation, a simple-to-measure test that adequately predicts performance of the critical tasks can be employed (PST). A PST can be developed as long as they have been derived from tests that accurately predict performance on the critical tasks; it is then the criterion predictive validity and reliability of these test scores that are evaluated (Society of Industrial and Organizational Psychology Inc. 2004).

The employee selection criteria used in the past by organizations have been challenged in court and deemed discriminatory because the PST chosen to assess suitability for the job failed to demonstrate how selection related to the job (British Columbia Public Service Employee Relations Commission v BCGSEU (1999) 3 S.C.R.3; Shephard and Bonneau 2002). A PST must be both reliable and valid, as a test cannot be considered valid if it is not reliable; i.e., if successive trials do not yield the same results then the test cannot be trusted. On the other hand, a test can be reliable yet not valid (reproducibly wrong).

Many statistical tests have been proposed for the evaluation of criterion and construct validity and reliability of PSTs. The most common methods involve the use of correlation coefficients and/or the use of difference tests (t tests, ANOVAs) (Atkinson and Nevill 1998). However, a strong correlation between test and retest can exist if a systematic improvement (familiarization or training) occurs, which will tell you nothing about the actual reliability of the test (Petersen et al. 2010). Whilst t tests and ANOVA can detect a statistical difference between means and therefore detect large systematic bias, no information is provided about random variation (Atkinson and Nevill 1998). Other methods include the use of the coefficient of variation (CV), standard error of the mean (SEM), and limits of agreement (Bland and Altman 1986; Atkinson and Nevill 1998; Petersen et al. 2010). The CV ($CV = (SD/mean) \times 100$) is a dimensionless statistic that permits reliability assessment between different measurement tools. Values are often arbitrarily set at 10% or below, which assumes that 68% of the difference between tests lies within 10% of the mean of the data (Strike 1991); these tests should therefore be used with caution or in combination with other methods. The SEM ($SEM = SD/\sqrt{N}$) is a numeric value that indicates the amount of error that may occur when a random sample mean is used as a predictor of the mean of the population from which it was drawn. The general consensus is that the lower the SEM the more reliable a test (Vincent and Weir 2005). However, these values should be interpreted in the context of a PES remains unaddressed. Bland and Altman plots in combination with 95% limits of agreement are becoming the preferred method of reliability analysis as they can be used to judge whether changes in performance are real or measurement error, and whether substitute methods are sufficiently reliable or not (Bland and Altman 1986; Atkinson and Nevill 1998).

To establish the implication of measurement error and the criterion and construct validity and reliability of a PST it is recommended that a number of statistical methods are used (Atkinson and Nevill 1998). A reasonable way to deal with the inherent error present with any prediction is to create “pass”, “borderline”, and “fail” categories obtained from the 75% and 99% prediction intervals, as opposed to confidence intervals (Tipton et al. 2013). The relative likelihood of “false positives” and “negatives” in each of these categories then determines the action taken within each.

In some countries (e.g., USA), this choice does not exist as PSTs for the assessment of occupational performance are prohibited pre-employment. Whilst DTSs are considered by many to be the most valid form of assessment (Williams-Bell et al. 2009; Jamnik et al. 2010) and tend to be favoured by the courts (Berkman v. City of New York 1983; Henderson et al. 2007), this method of assessment cannot identify the percentage of maximal effort that individuals are working at to achieve a pass. They may be working close to their maximum effort to complete an essential task to the PST. Alternatively, PSTs are generally less time-consuming, can be performed in a controlled environment, and in some cases (e.g., the Tecumseh step test) can be low impact and therefore reduce the risk of individuals suffering injury whilst undertaking a PST. There are many considerations for an employer and the respective test team before deciding whether to employ a DTS or a PST for the PES.

The arguments for and against the use of DTSs and PSTs are not new. Whilst the courts tend to prefer the use of DTSs (Berkman v. City of New York 1983; Henderson et al. 2007) because of the content and logical validity of these tests, a PST does often allow more individuals to be tested in less time, with a lower risk of injury (Arnold et al. 1982; Thomas and Nelson 2001) and reduced skill component. One option is to use an integrated approach, where PSTs are used alongside DTSs. One organization that has already adopted a similar approach is the United Kingdom Royal National Lifeboat Institution (RNLI); in their standards for RNLI boat crew (Reilly 2007), individuals can only undertake some of the proposed DTSs if they have achieved a pass on a PST that indicates they will not be injured or working maximally on the DTS. In other standards, such as the United Kingdom Maritime and Coastguard Agency’s PES for Her Majesty’s Coastguards, the use of DTS is either performed after a PST or incrementally, starting with a lower load, to reduce the risk of injury (Milligan 2013). This approach combines consideration of the health and safety of individuals undertaking the fitness standard, with the maintenance of a high level of logical validity.

**Setting cut-scores**

The “arbitrariness” of setting cut-scores should be considered (Kane 1994; Zumbo 2016). This sense of arbitrariness is reinforced by the oft-heard remark that standard-setting and hence setting a cut-score is, in its essence, a policy decision. Kane (1994, p. 426) states: “there is an element of judgment in all standard setting which is arbitrary in the sense that there is a range of legitimate choices that could be made, but standards vary in their arbitrariness.” This has direct links to the setting of the MPS discussed earlier, whereby the weaker the levels of evidence used the more arbitrary the standard-setting will be. Those standards that use what are considered to be high levels of evidence do not seem to be arbitrary; e.g., the minimum time a beach lifeguard should be able to paddle 300 m, or swim 200 m, is based on the time taken for a casualty to drown and the likelihood of a successful resuscitation based on published case studies (Reilly et al. 2006b; Table 3). This standard does not seem particularly arbitrary because it is derived from physiological principles. For greater clarity, acknowledging that setting a cut-score has a certain amount of arbitrariness.
ness is to acknowledge that when one accepts a cut-score, one is also accepting a certain amount of (minimal) potential classification error. The potential misclassification may come from measurement error on the test score and from what is referred to as construct irrelevant variance or construct underrepresentation in terms of the domain tested. For example, construct irrelevant variance may arise from task easiness or difficulty, which can be traced to equipment design or coaching while measuring the physical abilities construct of focus in the test (Messick 1989; Kane 2006; Zumbo 2007). For a detailed discussion on how to set a valid cut-score, please refer to Zumbo (2016).

Quantifying sources of measurement error (reliability)

To ensure minimal measurement error (reliability), the systematic (e.g., the general learning or fatigue whilst performing a selection test) and the random error (e.g., the biological or mechanical variation of applicants and/or incumbents undertaking the tests or those administering the tests) must be taken into consideration (Atkinson and Nevill 1998; Boyd et al. 2015). It is important in the development of a PES to meaningfully quantify both systematic and random error of the selection tests to ensure that these tests are effective for practical use as the statistical significance and random error of the selection tests to ensure that these tests are effective for practical use as the statistical significance (Atkinson and Nevill 1998). For those designing and implementing PESs the consequences of this error should be understood. This form of analyses is often overlooked, but provides practical information for both the researchers and organizations implementing a PES (Spiering et al. 2012).

When conducting a selection test, there is a certain degree of biological variation (e.g., time of day, sleep, fatigue, nutrition, and hydration) (Coulson and Archer 2011; Boyd et al. 2014). It has been suggested that biological variation should form a large proportion of random error with the responsibility falling to the test administrators to minimize technical and environmental variability (e.g., equipment calibration, test circuit set-up) (Boyd et al. 2014). If all else is controlled for (e.g., familiarization) without causing a training effect, then the remaining error can be attributed to biological variation and could result in the implementation of a zone around the cut-score where test scores are considered inclusive (Boyd et al. 2014), further supporting the inclusion of a borderline category to take into account the inherent error within any test (Tipton et al. 2013).

A problem for researchers designing PES assessments is assessing the reliability (amount of measurement error) in the resultant test score. For example, a test–retest study can be conducted; however, that study, on its own, ignores variation in test scores because of the mediators and moderators of task performance, such as task difficulty, equipment, number of tasks, load, and other sources of unreliability or inconsistency within a complex assessment. Generalizability theory allows the use of ANOVA-type procedures in which the variability in numerous factors can be estimated simultaneously. The relative proportion of variation attributed to these various factors in form of reliability coefficients (sometimes called generalizability coefficients) can then be calculated. Generalizability theory is intended to pinpoint the sources of measurement error, disentangle them, and estimate each one (Cronbach et al. 1972; Shavelson and Webb 1981, 1991; Brennan 2001).

Several recent studies have used an ANOVA framework and the intra-class correlation statistic so there is familiarity in the PES field with these statistics (Payne and Harvey 2010; Burnstein Steele and Shrier 2011; Spiering et al. 2012; Boyd et al. 2015). For example, in a recent study the variability in performance on a DTS test of physical fitness for firefighters was investigated (Boyd et al. 2015). These researchers focused on practice, pacing strategy, and day-to-day fluctuations in biological function. Their goal was to investigate what proportion of test score variation can be attributable to some of these sources independently. Payne and Harvey (2010) also draw attention to sources of test-score variation by investigating test–retest and sources of measurement error, such as task demands, separately. Spiering et al. (2012) assessed the reliability of 7 military relevant occupational tests; the results showed that 3 of the tests required familiarization before a stable value could be obtained. Boyd et al. (2015) conducted 6 trials of the firefighters circuit and found that although only small improvements were seen at the sixth trial, they were still statistically significant. In fact of 51 subjects, 15 achieved their best score on the fifth test and 32 subjects achieved their best score on the sixth test. However, none of these studies have taken it a step further to conduct generalizability theory analysis. That is once the various sources of measurement error have been quantified, “what-if” calculations, called D-studies, can be implemented to investigate the gain in reliability; e.g., the need for familiarization. In short, generalizability theory considers assessment akin to an experiment wherein the proportion of variation can be calculated by using a statistical test such as intra-class correlation coefficients (ICCs) for various factors in the assessment design. For detailed step by step guidelines, readers are guided to Bloch and Norman (2012) and Briesch et al. (2014).

To put generalizability theory into the context of a PES, the reader is asked to consider assessing the validity and the reliability of a test (e.g., a timed circuit) to be used in a PES. By using a repeated-measures ANOVA design, 3 hypotheses can be tested and the concept of generalizability theory can be applied. First, the validity of the selection test can be tested against the “gold standard”. Second, the reliability of the selection test can be measured across repeated trials, and finally the interaction effect between selection test and trials can be determined, whereby the researcher does not only consider the test–retest or task variation in isolation, but can study these factors together, providing a sense of relative magnitude as well as gathering information on the interaction. This assumes that each factor in the test has a statistical distribution and hence a variance. In generalizability theory the variance component for the testee (e.g., the incumbent) is called the universe-score variance. The variance components for the other factors are considered error variation, and each variance component can be estimated using traditional ANOVAs or methods such as Maximum Likelihood.

The relative magnitudes of the estimated variance components are calculated in the form of ICCs and provide information about sources of error influencing the PES test performance. In addition, standard errors for variance components provide information about sampling variability. Finally, generalizability theory allows tests to have decisions assisted by norm-referencing or criterion-referencing (Zumbo 2016). These 2 options reflect 2 types of definitions of error variance and require different types of ICCs and reliability coefficients (Bloch and Norman 2012; Briesch et al. 2014). Whilst the use of ICCs has been advocated, Atkinson and Nevill (1998) have recommended that they should not be the sole statistic used, as more work is needed to define acceptable ICCs based on the realisation of definite analytical goals.

Conclusion

Validation is about presenting empirical evidence and a compelling argument to support the intended inference and to show that alternative or competing inferences are not more viable. In particular, the aim is to identify the degree to which construct under-representation and construct-irrelevant variance are problems. Because of changes occurring in time (e.g. in empirical knowledge, theoretical understandings, or values, society), the process of validation is an on-going one. The on-going nature is particularly relevant to MPs and deriving a cut-score, which clearly are not set once and for always, but need to be revisited as the key elements of the validity argument change, including societal expectations for job performance.
A defensible PES should be valid and reliable, using an evidence-based approach including a standardized and logical method to progress from task analysis to PES. A central part of test validation then consists of a demonstration that the proposed pass score can be interpreted as representing an appropriate MPS. An important component in this process is standard-setting through the establishment of the minimum acceptable pace/intensity (MPS) for the completion of critical tasks; this determines the final pass/fail criteria for a PES. The establishment of an MPS often involves input from SMEs, chosen in an unsystematic way, and whose decisions are based on what would be regarded as weak evidence in other disciplines. Setting a cut-score without a description of the conceptual version of the desired levels of competence (the performance standard) or of any evidence external or internal to the test data and performance in a cut-score that is capricious and indefensible. Given the ultimate potentially significant consequences of PES, the level of evidence of the methods used to develop them should be given a great deal of consideration.
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