The Intrinsic Matter Bispectrum in $Λ$CDM
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Abstract. We present a fully relativistic calculation of the matter bispectrum at second order in cosmological perturbation theory assuming a Gaussian primordial curvature perturbation. For the first time we perform a full numerical integration of the bispectrum for both baryons and cold dark matter using the second-order Einstein-Boltzmann code, SONG. We review previous analytical results and provide an improved analytic approximation for the second-order kernel in Poisson gauge which incorporates Newtonian nonlinear evolution, relativistic initial conditions, the effect of radiation at early times and the cosmological constant at late times. Our improved kernel provides a percent level fit to the full numerical result at late times for most configurations, including both equilateral shapes and the squeezed limit. We show that baryon acoustic oscillations leave an imprint in the matter bispectrum, making a significant impact on squeezed shapes.
1 Introduction

The Large Scale Structure (LSS) of the Universe is one of the most promising cosmological probes. Cosmic Microwave Background (CMB) observations provide the most precise current measurements of primordial perturbations, but they probe primarily the two-dimensional last-scattering sphere and the constraints placed upon theoretical models are thus reaching the cosmic-variance limit [1]. In contrast, LSS experiments can probe many independent observables at many different redshifts. The next generation of experiments [2] will surpass the sensitivity of current CMB missions and will probe increasingly larger scales, providing a unique opportunity to test our models of physics, gravity and the origin of large-scale structure.

The usefulness of the information we can extract from LSS is limited by the accuracy of our model predictions. Beyond the power-spectrum, one of the key observables is the bispectrum, measuring the correlation of three points in the sky. The bispectrum is directly linked to the non-Gaussianity of the perturbations since the bispectrum of a purely Gaussian distribution vanishes. If we can remove the bispectrum generated during the later epochs of the Universe from the observations, we can measure the primordial non-Gaussianity and
constrain our models of inflation. In this paper we focus not on the primordial bispectrum, but on the bispectrum generated during the evolution of the perturbations after inflation. Even for purely Gaussian initial conditions, the dynamics beyond linear order will generate an unavoidable non-Gaussianity that needs to be modelled in detail for the analysis of future large scale structure surveys. While relativistic computations of the bispectrum are available [3] that improve our understanding on large scales, the nonlinear impact of the radiation-dominated epoch on the Cold Dark Matter (CDM) distribution has yet to be fully understood. For the CMB bispectrum, it was shown that scattering interactions in the early photon-baryon plasma contribute to an intrinsic bispectrum which is just below observational limits from ESA’s Planck satellite [4–10]. Their signature is then gravitationally imprinted in the dark matter distribution as well, generating an intrinsic matter bispectrum.

Although it originates in the radiation-dominated epoch, the intrinsic matter bispectrum affects the subsequent evolution of the CDM distribution. A detailed understanding of this bispectrum is needed to correctly interpret results from future surveys such as Euclid [2] and SKA [11]. In this paper we address this important issue by computing the CDM intrinsic bispectrum up to second order in the cosmological perturbations for the first time, both numerically using the code song, and analytically in the squeezed limit.

This paper is organised in the following way. In section 2 we review the bispectrum in Newtonian perturbation theory. In section 3 we generalise the Newtonian approach by including GR corrections, and we discuss the emergence of an intrinsic bispectrum in the dark matter perturbations during the epoch of radiation domination. In section 4 we perform an analytical computation of the CDM bispectrum in the squeezed-limit, consistently including for the first time the impact of radiation and baryons. Finally, in section 5 we employ the code song to compute the full second-order bispectrum including GR and radiation for all shapes. We compare these results against our analytic formulae, demonstrating the relative importance of the various contributions.

1.1 Notation

The evolution of matter is described by a set of partial differential equations. We will perform most computations in Fourier space instead of real space, leaving us with systems of ordinary differential equations instead. Our Fourier convention and notation is

\[ f(k) = \mathcal{F}_k [f(x)] = \int \text{d}x e^{-ik\cdot x} f(x). \]  

The convolution theorem takes the simple form

\[ \mathcal{F}_k [f(x)g(x)] = C_k \{ \mathcal{F}_{k_1} [f(x)] \mathcal{F}_{k_2} [g(x)] \}, \]

where we have defined the convolution operator

\[ C_k \{ f(k_1, k_2) \} = \int \frac{\text{d}k_1 \text{d}k_2}{(2\pi)^3} f(k_1, k_2) \delta_D(k - k_1 - k_2) \]

and \( \delta_D(p) \) is the Dirac delta function.

We will use perturbation theory to describe the evolution of density inhomogeneities, expanding the small initial perturbations up to second order

\[ \delta \simeq \delta^{(1)} + \frac{1}{2} \delta^{(2)} + \cdots, \]
where first-order density perturbations describe a Gaussian random field. Non-linear interactions inevitably generate a non-Gaussian distribution at second and higher orders. Second-order density perturbations in Fourier space can be related to a convolution of the first-order perturbations

$$\frac{1}{2} \delta^{(2)}(k_3) = C_{k_3} \left\{ \mathcal{K}(k_1, k_2, k_3) \delta^{(1)}(k_1) \delta^{(1)}(k_2) \right\},$$

where the form of the kernel, $\mathcal{K}(k_1, k_2, k_3)$, differs between Newtonian gravity and general relativity, and between various relativistic gauges.

In the following we will always write the kernel as a function of three wavenumbers $k_1, k_2$ and $k_3$. Although the explicit form of the kernel may include the cosine of the angle between two wavevectors, $\hat{k}_1 \cdot \hat{k}_2$, this can always be expressed in terms of $k_1, k_2$ and the length of the vector $|k_1 + k_2|$ through the relation

$$\hat{k}_1 \cdot \hat{k}_2 = \frac{|k_1 + k_2|^2 - k_1^2 - k_2^2}{2k_1 k_2},$$

and translation invariance ensures that we are only ever interested in the value of the kernel when $|k_1 + k_2| = k_3$. Since $k_1$ and $k_2$ are the integration variables, it is always possible to symmetrize the kernel with respect to the exchange of $k_1$ and $k_2$. Using this symmetry, without loss of generality we can consider only the case with $k_2 \leq k_1$.

A Gaussian random field is described completely by the power spectrum in Fourier space

$$\langle \delta(k_1) \delta(k_2) \rangle = (2\pi)^3 P(k_1) \delta^D(k_1 + k_2).$$

(1.7)

Second-order corrections lead to a non-vanishing bispectrum, defined by the 3-point function in Fourier space

$$\langle \delta(k_1) \delta(k_2) \delta(k_3) \rangle = (2\pi)^3 B(k_1, k_2, k_3) \delta^D(k_1 + k_2 + k_3).$$

(1.8)

Note that we are assuming an isotropic distribution in which case the power spectrum and bispectrum are functions only of the wavenumbers, $k_i = |k_i|$, and independent from the direction of the wavevectors, $k_i$.

Substituting (1.4) and (1.5) into (1.8), and using Wick’s theorem and (1.7), gives the leading-order bispectrum for Gaussian initial conditions as

$$B(k_1, k_2, k_3) = 2 \{P(k_1)P(k_2)\mathcal{K}(k_1, k_2, k_3) + 2 \text{ perms}\}.$$

(1.9)

Thus in what follows we focus on the general relativistic kernel $\mathcal{K}(k_1, k_2, k_3)$ obtained in different gauges and compare this with the kernel found in Newtonian theory. Among various configurations of the bispectrum, we study the following limits explicitly in this paper:

- squeezed configurations: $k_2 \ll k_1 \sim k_3$.
- equilateral configurations: $k_1 \sim k_2 \sim k_3$.
- folded configurations: $k_1 + k_2 \sim k_3$.

We denote the choice of gauge for the density perturbations by subscript $P$ for Poisson gauge and $t$ for total matter gauge. Poisson gauge at first order is often called conformal...
Newtonian gauge or longitudinal gauge \cite{12}. The line element (including only scalar perturbations) is given by

\begin{equation}
\text{ds}^2 = a(\tau)^2 \left( - (1 + 2\Psi)d\tau^2 + (1 + 2\Phi)\delta_{ij}dx^i dx^j \right),
\end{equation}

(1.10)

Our \( \Phi \) and \( \Psi \) coincide with the notation of Kodama & Sasaki \cite{13}. In terms of \( \phi^{MB} \) and \( \psi^{MB} \) of Ma & Bertschinger \cite{14} we have \( \Phi = -\phi^{MB} \) and \( \Psi = \psi^{MB} \). We will follow \cite{15} in defining the comoving curvature perturbation \( \zeta \) at first order as

\begin{equation}
\zeta = \Phi - \frac{2}{3} \frac{1}{1+w} \left[ \Psi - \frac{a}{a} \dot{\Phi} \right],
\end{equation}

(1.11)

where the dot denotes the derivative with respect to conformal time. In the analytic part of the paper we will assume vanishing anisotropic stress in which case \( \Psi = -\Phi \) at first order.

2 Newtonian perturbation theory

2.1 Fluid equations in comoving coordinates

Before we present the GR results, let us briefly review some of the basic results from Newtonian perturbation theory. We use the Friedmann equations

\begin{equation}
\mathcal{H}^2 = H_0^2 \left( \Omega_m a^{-1} + \Omega_\Lambda a^2 \right),
\end{equation}

(2.1)

\begin{equation}
\dot{\mathcal{H}} = \mathcal{H}^2 - \frac{3H_0^2\Omega_m}{a},
\end{equation}

(2.2)

where \( H_0 \) is the present-day Hubble constant, \( \mathcal{H} \equiv \frac{\dot{a}}{a} \) is the conformal Hubble factor and a dot denotes a derivative with respect to conformal time. We consider analytic solutions in a flat universe \( \Omega_m + \Omega_\Lambda = 1 \) with pressureless dust and a cosmological constant. The limit \( \Omega_m \to 1 \) corresponds to a matter-dominated or Einstein-de Sitter (EdS) cosmology. In our notation, \( \Omega_m \) and \( \Omega_\Lambda \) are the density fractions today and are time independent.

We define comoving coordinates and velocities \( x \) and \( u \) which are related to the physical coordinates and velocities \( r \) and \( v \) by

\begin{equation}
x = \frac{r}{a(\tau)}, \quad u = \dot{x} = v - \mathcal{H}x.
\end{equation}

(2.3)

The Newtonian dark matter density contrast \( \delta(\tau, x) \) and the divergence of the peculiar velocity flow \( \theta(\tau, x) \equiv \partial_i v^i \) satisfy two nonlinear equations,

\begin{equation}
\dot{\delta} = -\partial_j \left[ (1 + \delta) \partial_j \nabla^{-2} \theta \right]
\end{equation}

(2.4)

\begin{equation}
\dot{\theta} = -\mathcal{H} \theta - \partial_i \partial_j \nabla^{-2} \partial_i \theta \partial_j \nabla^{-2} \theta - \partial_i \nabla^{-2} \theta \partial_i \theta - \frac{3}{2} \frac{H_0^2 \Omega_m}{a} \delta,
\end{equation}

(2.5)

where \( \partial_i \equiv \frac{\partial}{\partial x^i} \). Although these equations are well known (see for example \cite{16}), we provide a derivation in appendix A for completeness.
2.2 Cosmological perturbation theory

We solve the dark matter equations of motion perturbatively. At first order, equations (2.4) and (2.5) become

\[ \dot{\delta}^{(1)} = -\theta^{(1)}, \]
\[ \dot{\theta}^{(1)} = -\mathcal{H} \theta^{(1)} - \frac{3}{2} \frac{H_0^2 \Omega_m}{a} \delta^{(1)}. \]

These can be combined to a single second-order equation for \( \delta^{(1)} \),

\[ \ddot{\delta}^{(1)} + H \dot{\delta}^{(1)} = \frac{3}{2} \frac{H_0^2 \Omega_m}{a} \delta^{(1)}. \] (2.8)

Equation (2.8) does not depend on spatial coordinates explicitly, so we can solve it by the product ansatz \( \delta^{(1)}(\tau, x) \equiv D(\tau) \tilde{\delta}(x) \). This leads to an ordinary differential equation for the linear growth function \( D(\tau) \):

\[ \ddot{D} + \mathcal{H} \dot{D} - \frac{3}{2} \frac{H_0^2 \Omega_m}{a} D = 0. \] (2.9)

Being a second-order differential equation, we generally find two solutions that are set by the initial conditions. One of these modes is sub-dominant and can typically be neglected; therefore, in the remainder of the paper \( D \) refers to the fastest growing mode only. From the differential equation for \( \delta^{(1)} \) we then find

\[ \theta^{(1)} = -\dot{D} \tilde{\delta}(x) = -\dot{D} \delta^{(1)}. \] (2.10)

The equations for the second-order perturbations are more complicated. From equations (2.4) and (2.5) we have

\[ \dot{\delta}^{(2)} = -2 \partial_j \nabla^{-2} \theta^{(1)} \partial_j \delta^{(1)} - 2 \delta^{(1)} \theta^{(1)} - \theta^{(2)}, \]
\[ \dot{\theta}^{(2)} = -\mathcal{H} \theta^{(2)} - 2 \left( \partial_i \partial_j \nabla^{-2} \theta^{(1)} \partial_i \partial_j \nabla^{-2} \theta^{(1)} \right) - 2 \partial_j \nabla^{-2} \theta^{(1)} \partial_j \theta^{(1)} - \frac{3}{2} \frac{H_0^2 \Omega_m}{a} \delta^{(2)}. \] (2.12)

We can rewrite these equations by using the first-order solutions:

\[ \dot{\delta}^{(2)} = 2D \dot{D} \left( \partial_j \nabla^{-2} \partial_j \delta + \delta^2 \right) - \theta^{(2)}, \]
\[ \dot{\theta}^{(2)} = -\mathcal{H} \theta^{(2)} - \frac{3}{2} \frac{H_0^2 \Omega_m}{a} \delta^{(2)} - 2 \dot{\delta}^2 \left( \partial_i \partial_j \nabla^{-2} \delta \partial_i \partial_j \nabla^{-2} \delta + \partial_j \nabla^{-2} \partial_j \delta \right). \] (2.14)

Again we combine the equations to a single second-order equation for \( \delta^{(2)} \):

\[ \ddot{\delta}^{(2)} + \mathcal{H} \dot{\delta}^{(2)} = 2 \left( \mathcal{H} \dot{D} D + \dot{D} D + \dot{\delta}^2 \right) \left( \partial_i \nabla^{-2} \delta \partial_i \delta + \delta^2 \right) + \frac{3}{2} \frac{H_0^2 \Omega_m}{a} \delta^{(2)} + 2 \dot{\delta}^2 \left( \partial_i \partial_j \nabla^{-2} \delta \partial_i \partial_j \nabla^{-2} \delta + \partial_j \nabla^{-2} \partial_j \delta \right). \] (2.15)

At second order the structure explicitly depends on the spatial coordinates and a product ansatz is no longer possible. However, using the spatial functions

\[ B_1(x) \equiv 2 \partial_j \nabla^{-2} \delta \partial_j \delta, \quad B_2(x) \equiv 2 \delta^2, \quad B_3(x) \equiv 2 \partial_i \partial_j \nabla^{-2} \delta \partial_i \partial_j \nabla^{-2} \delta, \] (2.16)
we can rewrite the differential equation as
\[
\ddot{\delta}^{(2)} + \mathcal{H} \dot{\delta}^{(2)} - \frac{3}{2} H_0^2 \Omega_m \frac{\delta^{(2)}}{a} = \left(3 \mathcal{H} \mathcal{D} + \mathcal{D}^2 + 2 \mathcal{D}^2\right) \left(B_1 + \frac{B_2 + B_3}{2}\right) + 
\left(3 \mathcal{H} \mathcal{D} + \mathcal{D}^2\right) \frac{B_2 - B_3}{2}.
\] (2.17)

Now we can obtain a particular solution to this equation by making the ansatz
\[
\delta^{(2)} = D^2 \left(b_1(\tau) B_1(\mathbf{x}) + b_+(\tau) \frac{B_2(\mathbf{x}) + B_3(\mathbf{x})}{2} + b_-(\tau) \frac{B_2(\mathbf{x}) - B_3(\mathbf{x})}{2}\right)
\equiv D^2 \left(b_1(\tau) B_1(\mathbf{x}) + b_+(\tau) B_+(\mathbf{x}) + b_-(\tau) B_-(\mathbf{x})\right).
\] (2.18)

Inserting this ansatz in equation (2.17) gives
\[
\ddot{\delta}^{(2)} + \mathcal{H} \dot{\delta}^{(2)} - \frac{3}{2} H_0^2 \Omega_m \frac{\delta^{(2)}}{a} = \sum_{i \in \{1,+,-\}} \left\{ \left(3 \mathcal{H} \mathcal{D} + \mathcal{D}^2 + 2 \mathcal{D}^2\right) b_i + \left(4 \mathcal{D} \mathcal{D} + \mathcal{D}^2\right) \dot{b}_i + 2 D^2 \dot{b}_i\right\} B_i,
\] (2.19)

where we have used equation (2.9). By comparing this result with equation (2.17) we immediately find two of the three coefficients \(b_1 = b_+ = 1\) and the remaining function \(b_-\) satisfies the differential equation
\[
\left(3 \mathcal{H} \mathcal{D} + \mathcal{D}^2 + 2 \mathcal{D}^2\right) b_- + \left(4 \mathcal{D} \mathcal{D} + \mathcal{D}^2\right) \dot{b}_- + 2 D^2 \ddot{b}_- = \frac{3}{2} H_0^2 \Omega_m \frac{D^2}{a}.
\] (2.20)

We define the second-order growth function \(F \equiv D^2 b_-\) and find an equation for \(F\) which is very similar to the equation for the linear growth function \(D(\tau)\) equation (2.9):
\[
\ddot{F} + \mathcal{H} \dot{F} = \frac{3}{2} H_0^2 \Omega_m \frac{D^2}{a} (F + D^2).
\] (2.21)

The particular solution of the second-order Newtonian density contrast is finally given by [17]
\[
\delta^{(2)} = 2 \partial_\tau \nabla^2 \delta^{(1)} \partial_\tau \delta^{(1)} + \left(1 + \frac{F}{D^2}\right) \delta^{(1)} \delta^{(1)} + \left(1 - \frac{F}{D^2}\right) \partial_\tau \nabla^2 \delta^{(1)} \partial_\tau \nabla^2 \delta^{(1)} \] (2.22)

By applying the Fourier transform (1.1), we can write the result in Fourier space using the convolution operator (1.3). The result is
\[
\frac{1}{2} \delta^{(2)}(\mathbf{k}) = \mathcal{C}_k \left\{ \mathcal{K}_N(k_1, k_2, k) \delta^{(1)}(\mathbf{k}_1) \delta^{(1)}(\mathbf{k}_2) \right\},
\] (2.23)
\[
\mathcal{K}_N(k_1, k_2, k) \equiv (\beta_N - \alpha_N) + \frac{\beta_N}{2} \mathbf{k}_1 \cdot \mathbf{k}_2 \left(\frac{k_2}{k_1} + \frac{k_1}{k_2}\right) + \alpha_N \left(\mathbf{k}_1 \cdot \mathbf{k}_2\right)^2,
\] (2.24)

where the dimensionless coefficients, adopting the notation of Ref. [18], are given by
\[
\alpha_N = \frac{7 - 3v}{14}, \quad \beta_N = 1,
\] (2.25)

We have defined the ratio of the second-order and first-order growth functions, \(v \equiv 7F/3D^2\) (see appendix B). In the matter-dominated (EdS) limit we have \(v \to 1\) and \(\alpha_N \to 2/7\).
The full solution of the second-order perturbation equation (2.15) is given by the particular solution (2.22) plus the homogeneous solution that obeys the same equation as the linear perturbation equation (2.8). The coefficients of the homogeneous solution must be fixed by the initial conditions. However in Newtonian theory we have only the linear Poisson constraint relating the initial density perturbation to the initial potential. Therefore for a Gaussian primordial potential the homogeneous solution must be set to zero for consistency beyond first order leaving only the particular solution (2.22).

Second-order perturbations are thus vanishing initially in the Newtonian theory for Gaussian initial conditions but nonlinear density perturbations are generated from the source terms in equation (2.15), quadratic in the first-order perturbations. As we shall see, this is no longer true in general relativity where non-linear constraint equations require non-vanishing initial density perturbations at second and higher orders [3, 19–22].

3 General relativistic perturbation theory

While we expect Newtonian theory to provide a good description of the growth of structure on small scales, large scales that are close to the size of the horizon cannot be described without using a relativistic framework. The spatial and temporal evolution of structure in general relativity (GR) depends on the choice of space and time coordinates used to describe the evolution. In this section we analyse the impact of GR for two different gauge choices.

3.1 Total matter gauge

The evolution of the second-order density contrast in General Relativity is most easily compared to the Newtonian result, (2.23), in the total matter gauge [23–25]. This gauge shares the same spatial coordinates as the Poisson gauge and the same time-slicing as the synchronous-comoving gauge [12, 26]. For example, the relativistic constraint equation for the first-order Bardeen potential has the standard form for the Newtonian Poisson equation when written in terms of the total matter gauge density contrast:

\[ \nabla^2 \Phi = -\frac{3}{2} \frac{H_0^2 \Omega_m}{a} \delta^{(1)} t. \]  

(3.1)

Also, in the total matter gauge the second order equation of motion for the density contrast is identical to the Newtonian one [23], and therefore has the same particular solution, equation (2.22).

However, an important difference in GR at second order is that one has nonlinear constraint equations in addition to the dynamical equations. While in Newtonian theory the second-order initial density perturbations may be set to vanish, this is not consistent with the GR constraints for a Gaussian primordial potential. Instead, we must impose a non-vanishing initial second-order density perturbation, quadratic in the initial first-order perturbations, that can be evaluated in simple large-scale limits [21], on super-horizon scales at the beginning of the matter-dominated era.

Combining the particular solution (2.22) and the homogeneous solution obtained from the initial GR constraints in the total matter gauge, we obtain [3, 20, 27]

\[ \delta^{(2)}_t = 2 \partial_j \nabla^{-2} \delta^{(1)} \partial_j \delta^{(1)} + \left( 1 + \frac{F}{D^2} \right) \delta^{(1)} \delta^{(1)} + \left( 1 - \frac{F}{D^2} \right) \partial_i \partial_j \nabla^{-2} \delta^{(1)} \partial_i \partial_j \nabla^{-2} \delta^{(1)} \]

\[ + \frac{10 \Omega_m H_0^2 D_{ini}}{D} \frac{D_{ini}}{a_{ini}} \left[ -\frac{1}{4} \partial_i \nabla^{-2} \delta^{(1)} \partial_i \nabla^{-2} \delta^{(1)} + \delta^{(1)} \nabla^{-2} \delta^{(1)} \right], \]

(3.2)
where $D_{\text{ini}}$ and $a_{\text{ini}}$ are the linear growth function and the scale factor at some initial time respectively. The first line is exactly the Newtonian particular solution, while the second line is the correction from GR modifying the initial perturbations. At late times the solution is dominated by the Newtonian solution, driven by source terms, and on a given scale it will eventually lose information about the initial conditions. This is rapidly the case on the small scales, leaving the GR corrections important only on large scales.

In Fourier space, the second-order GR density in the total matter gauge can be written in a way similar to the second-order Newtonian density contrast equation (2.23):

$$\frac{1}{2} \delta^{(2)}_t = C_k \left\{ K_t(k_1, k_2, k) \delta^{(1)}_t(k_1) \delta^{(1)}_t(k_2) \right\},$$

(3.3)

$$K_t(k_1, k_2, k) \equiv \left( \beta_t - \alpha_t \right) + \beta_t \frac{k_1 \cdot \hat{k}_2}{k_1^2} \left( \frac{k_2}{k_1} + \frac{k_1}{k_2} \right) + \alpha_t \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 + \gamma_t \left( \frac{k_1}{k_2} - \frac{k_2}{k_1} \right)^2,$$

where

$$\alpha_t = \frac{7 - 3v}{14} + \left( f + \frac{3}{2}u \right) \frac{H^2}{k^2},$$

$$\beta_t = 1 - 3 \left( f + \frac{3}{2}u \right) \frac{H^2}{k^2},$$

$$\gamma_t = - \left( f + \frac{3}{2}u \right) \frac{H^2}{k^2}.$$  

(3.4)

Here we defined the linear growth rate $f \equiv \dot{D}/D$, the comoving matter fraction $u \equiv 1/(1 + a^3\Omega_{\Lambda}/\Omega_M)$ and we used the relation

$$\frac{D_{\text{ini}}}{a_{\text{ini}}} = \frac{2}{5} \frac{D \mathcal{H}^2}{\Omega_m H_0^2} \left( f + \frac{3}{2}u \right),$$

(3.5)

to eliminate the dependence on the normalisation of $D$.

Compared with the Newtonian kernel (2.24), we see that incorporating GR introduces corrections in $\alpha_t$ and $\beta_t$ proportional to $H^2/k^2$ and also gives an entirely new $\gamma_t$ term that is again proportional to $H^2/k^2$. This implies that the GR corrections become important on scales comparable to the horizon. The new term proportional to $\gamma_t$ dominates the kernel in the squeezed limit where $k_2 \ll k_1 \sim k$. This term is absent in the Newtonian treatment and this aspect makes the squeezed limit an important potential testing ground for relativistic effects. We will discuss this limit in detail in section 4.

### 3.2 Poisson gauge

We are particularly interested in the second-order CDM density in Poisson gauge, since the numerical Einstein-Boltzmann code SONG works in this gauge. SONG uses Poisson gauge because the photon scattering term is most straightforward in this gauge [28]. However, unlike in the total matter gauge, the constraint relating the potential, $\Phi$, to the first-order density contrast in this gauge, $\delta^{(1)}_P$, also receives a GR correction at first order

$$[\nabla^2 - 3fH^2] \Phi = - \frac{3}{2} \frac{H_0^2\Omega_m}{a} \delta^{(1)}_P.$$  

(3.6)

The expression for the second-order density contrast in Poisson gauge is more complicated than the equivalent expression in total matter gauge (3.2). It was recently derived
in ΛCDM by Villa and Rampf in real space [3] (see also [22]). We Fourier transform the second-order contribution to the Poisson gauge density $δ_p^{(2)}$, equation (5.54) in [3], by using our Fourier dictionary in appendix D:

$$\frac{1}{2} δ_p^{(2)}(k) = C_k \left\{ K_P(k_1, k_2, k) δ_P^{(1)}(k_1) δ_P^{(1)}(k_2) \right\},$$

(3.7)

$$K_{P,VR} = \frac{\left( \beta_{P,VR} - \alpha_{P,VR} \right) + \frac{\beta_{P,VR}}{2} \hat{k}_1 \cdot \hat{k}_2 \left( \frac{\hat{k}_1^2 + \hat{k}_2^2}{k_1^2 + k_2^2} \right) + \alpha_{P,VR} \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 + \gamma_{P,VR} \left( \frac{k_1^2 - k_2^2}{k_1^2 + k_2^2} \right)^2}{\left( 1 + 3f \frac{H^2}{k^2} \right) \left( 1 + 3f \frac{H^2}{k^2} \right)}.$$  

We have simplified the Poisson gauge kernel by pulling out the two factors $(1 + 3f H^2/k_1^2)^{-1}$ and $(1 + 3f H^2/k_2^2)^{-1}$. This effectively transforms the first-order Poisson gauge densities into total matter gauge densities as one can verify by comparing equation (3.1) and equation (3.6) in Fourier space. The coefficients in the kernel are given by

$$\alpha_{P,VR} = \frac{7 - 3v}{14} + \left( 4f + \frac{3}{2}u - \frac{9}{7}w \right) \frac{H^2}{k^2} + \left( 18f^2 + 9f^2u - \frac{9}{2}fH \right) \frac{H^4}{k^4},$$

$$\beta_{P,VR} = 1 + \left( -2f^2 + 6f - \frac{9}{2}u \right) \frac{H^2}{k^4} + \left( 36f^2 + 18f^2u \right) \frac{4H^4}{k^4},$$

$$\gamma_{P,VR} = \frac{1}{2} \left( -f^2 + f - 3u \right) \frac{H^2}{k^2} + \frac{1}{4} \left( 18f^2 + 9(f^2 - f)u \right) \frac{H^4}{k^4},$$

(3.8)

and $w$ is the second-order growth rate, $w \equiv 7\dot{F}/6H^2D^2$. The ΛCDM growth functions $f, u, v, w$ satisfy $f = u = v = w = 1$ in the EdS limit and equation (3.8) reduces to those obtained in Ref. [18] in this limit:

$$\alpha_{P,EdS} = \frac{2}{7} + \frac{59H^2}{14k^2} + \frac{45H^4}{2k^4},$$

$$\beta_{P,EdS} = 1 - \frac{H^2}{2k^2} + \frac{54H^4}{k^4},$$

$$\gamma_{P,EdS} = -\frac{3H^2}{2k^2} + \frac{9H^4}{2k^4}.$$  

(3.9)

Compared with the kernel in the total matter gauge (3.3), there are additional corrections from GR in the Poisson gauge that are important when $H^2/k^2$ becomes large. These additional corrections arise due to a different time slicing in the two gauges.

### 3.3 Early Universe radiation

The calculations in the preceding sections implicitly assume that all modes enter the horizon when the Universe is matter dominated. However, a wide range of modes ($k > k_{eq}$, with $k_{eq} \simeq 0.01$ Mpc$^{-1}$) enter the horizon before matter-radiation equality. These modes are affected by the complicated early Universe physics which requires us to solve the full Einstein-Boltzmann system, including the effects of radiation and neutrinos. We can simplify the problem if we restrict our attention to finding solutions valid only in matter-domination, but with modified initial conditions after matter-radiation equality. In this case the Newtonian evolution equations, (2.8) and (2.15), are still valid, but the preceding phase of radiation domination modifies the initial conditions at the start of the matter era and thus enters the homogeneous part of the solution, similar to the GR corrections.
Figure 1. The second-order kernel obtained at three different redshifts from the numerical Einstein-Boltzmann code SONG for cold dark matter (thick blue line) and baryons (thin green line), compared with the analytic kernel (3.7) obtained by Villa and Rampf [3] (dashed red line), for squeezed configurations with the longest wavelength mode $k_2 = 10^{-5}$ Mpc$^{-1}$ ≪ $k_1 ≃ k$.

Modes entering the horizon during radiation domination are subject to a variety of scattering effects [5–10, 29] that contribute to the emergence of an intrinsic bispectrum in the CMB and in the baryon distribution, which is then gravitationally imprinted in the dark matter distribution.

To demonstrate the impact of the intrinsic bispectrum from radiation domination on the dark matter distribution, we show in figure 1 the analytic kernel in Poisson gauge given in equation (3.7) with the one extracted from SONG solving the full equations for a squeezed configuration with $k_2 = 10^{-5}$ Mpc$^{-1}$. The modifications to the initial conditions are most relevant on the large scales, as discussed for the relativistic corrections. However, to see the effect of the radiation physics we need a mode small enough so it enters the horizon during radiation domination. The squeezed limit combines a long and a short mode so it is a natural configuration for studying the radiation correction. As expected, we find that the analytic solution breaks down when the short-wavelength wavenumber exceeds $k_{eq}$.

This effect is caused by two major contributions. First, as discussed above, the dark matter initial conditions are changed gravitationally due to the presence of radiation. SONG also includes baryons which are more directly affected by radiation via Compton scattering. Using the same arguments, their initial distribution at the onset of matter domination is modified. While this does not directly translate into a change in the dark matter bispectrum at high redshift ($z \sim 500$), the baryons will gravitationally attract the dark matter particles during matter domination, leaving a distinctive signature; the baryon acoustic oscillations of the dark matter bispectrum. The plot shows the imprint of these characteristic oscillations in addition to a smooth rise in the bispectrum related to solving general relativity in radiation domination.

In the next section we shall derive a squeezed-limit approximation of the intrinsic bispectrum that, when combined with the preceding analytical prediction in (3.8), will yield a much better match with SONG.
4 Squeezed-limit approximation

As shown in figure 1, in the squeezed limit, \( k_2 \ll k_1 \sim k \); the analytic formula (3.8) requires improvement to reproduce the results from SONG. In this squeezed limit, it is possible to independently derive the second-order density contrast by extending the first-order perturbations based on the separate universe approach, including the missing radiation correction.

We focus on a patch in the Universe much smaller than the long-wavelength mode \( k_2 \equiv k_l \) but large enough to contain the short mode \( k_1 \equiv k_s \). The main idea of the separate universe approach [30, 31] is that the long-wavelength mode can be considered as a locally homogeneous background within this patch. It is then possible to define local coordinates in this patch where the long-wavelength mode is removed by local coordinate transformations from global coordinates. In these coordinates, the short wavelength mode evolves independently of the long-wavelength mode. The coupling between the long and short wavelength modes appears when we move back to global coordinates and this coupling generates the second-order density contrast in the squeezed limit in global coordinates [15, 18, 32–34].

The coordinate transformation locally removing a long-wavelength comoving curvature perturbation \( \zeta \) from the metric in Poisson gauge is given by [35]:
\[
\hat{\eta} = \eta + \epsilon(\eta), \quad \hat{x}^j = x^j(1 + \zeta),
\]
where \( \epsilon(\eta) \) is
\[
\epsilon(\eta) = -\frac{\zeta}{a^2} \int_0^a \frac{a'}{H(a')} da' \equiv E(\eta)\zeta,
\]
in the limit of vanishing anisotropic stress. In EdS, we have \( E(\eta) = -\eta/5 \), while it is given by a hypergeometric function in \( \Lambda \)CDM as shown in appendix B.

In the new coordinates the comoving curvature of the long mode is vanishing and we compute the matter over-density \( \delta \rho(\hat{\eta}, \hat{x}^i) \) on a patch which is small compared to the long mode. The full second-order solution in global coordinates is obtained by inverting the coordinate transformation, thereby adding the impact of the long mode on the short one. We relate the full matter over-density \( \delta \rho(\eta, x^i) \) to \( \delta \rho(\hat{\eta}, \hat{x}^i) \) by Taylor expansion, discarding all terms of higher than second order in perturbations:
\[
\begin{align*}
\delta \rho P(\hat{\eta}, \hat{x}^i) &= \delta \rho P(\eta, x^i) + \frac{\partial \delta \rho P}{\partial \eta}(\eta, x^i)(\hat{\eta} - \eta) + \frac{\delta \rho P}{\partial x^j}(\eta, x^i)(\hat{x}^j - x^j), \\
&= \rho \delta P(\eta, x^i) + \rho \left( -3H\delta P(\eta, x^i) + \dot{\delta P}(\eta, x^i) \right) E\zeta + \rho \frac{\partial \delta P}{\partial x^j}(\eta, x^i) x^j \zeta. \quad (4.4)
\end{align*}
\]
After dividing by the background density, \( \bar{\rho} \), we identify the two terms as the second-order contribution to \( \delta P \),
\[
\frac{1}{2} \delta_P^{(2)}(\eta, \mathbf{x}) = \left[ -3H\delta P^{(1)}(\eta, x^i) + \dot{\delta P}^{(1)}(\eta, x^i) \right] E + \frac{\partial \delta_P^{(1)}(\eta, x^i)}{\partial x^j} x^j \zeta, \quad (4.5)
\]
which in Fourier space becomes
\[
\frac{1}{2} \delta_P^{(2)}(\eta, \mathbf{k}) = C_k \left\{ \mathcal{F}_{k \alpha} \left[ -3H\delta P^{(1)}(\eta, x^i) + \dot{\delta P}^{(1)}(\eta, x^i) \right] E + \frac{\partial \delta_P^{(1)}(\eta, x^i)}{\partial x^j} x^j \zeta(k_1) \right\}, \quad (4.6)
\]
\[
= C_k \left[ \left( 3 - \frac{\dot{\delta P}^{(1)}(\eta)}{H\delta P^{(1)}(\eta)} \right) \frac{1}{1 + \frac{3\eta}{H}} - \left( 3 + \frac{\partial \log \delta P^{(1)}(\eta)}{\partial \log k} \right) \right] \delta P^{(1)}(k_\alpha) \zeta(k_1), \quad (4.7)
\]
where \( k_s \) is associated with the short mode density contrast in the small patch while \( k_1 \) is associated with the long mode curvature perturbation. Here, we eliminate \( \mathcal{H}E \) using the relation \( \mathcal{H}E = -(1 + \frac{2f}3) \) that we derive in appendix C.

From the Poisson equation (3.6) we find

\[
\delta^{(1)}_P(\eta, k) = \frac{2}{3u} \left( k_s^2 \mathcal{H}^2 + 3f \right) \Phi(\eta, k),
\]

(4.8)

\[
\delta^{(1)}_P(\eta, k) = \frac{2}{3u} \mathcal{H} \left[ k_s^2 \mathcal{H}^2 + \frac{9}{2} u(1 - f) \right] \Phi(\eta, k),
\]

(4.9)

where we have used the differential equation for the growth function \( D \) in the computation of the second identity.

We can write the Bardeen potential \( \Phi \) as a transfer function \( T(\eta, k) \) times a primordial random field \( \Phi_k \) (e.g., set by inflation)

\[ \Phi(\eta, k) = T(\eta, k)\Phi_k. \]

(4.10)

We then find

\[
3 + \frac{\partial \log \delta^{(1)}_P}{\partial \log k} = \frac{2}{1 + 3f \frac{\mathcal{H}^2}{k^2}} + \frac{\partial \log \Phi}{\partial \log k} = \frac{2}{1 + 3f \frac{\mathcal{H}^2}{k^2}} + \frac{\partial \log T}{\partial \log k} + \frac{\partial \log (k^3 \Phi_k)}{\partial \log k}.
\]

(4.11)

The last term in (4.11) leads to primordial non-Gaussianity for adiabatic perturbations which is proportional to \( n_s - 1 \) in the squeezed limit, where \( n_s - 1 \) is the tilt of the primordial power spectrum [36, 37]. In this paper, since we are interested in the intrinsic matter bispectrum, we take \( n_s = 1 \) for simplicity and therefore neglect the last term.

The relationship between \( \zeta \) and \( \Phi \) can be obtained by using equation (1.11) in the limit of vanishing anisotropic stress as

\[ \zeta = \Phi + \frac{2}{3(1 + w)} \left( \Phi + \frac{1}{\mathcal{H}} \dot{\Phi} \right) = \left( 1 + \frac{2f}{3u} \right) \Phi \]  

(4.12)

where we used \( u = 1 + w \) and \( \Phi = \mathcal{H}(f - 1)\Phi \). The latter formulae is most easily obtained by noting that equation (3.1) implies \( \Phi \propto D/a \). Inserting equation (4.11) into the second-order contribution, equation (4.7), then gives

\[
\frac{1}{2} \delta^{(2)}_P(\eta, k_s) = C_k \left\{ \left( f - f^2 - 3u \right) \frac{\mathcal{H}^2}{k_s^2} + 9 \left( f^2 - \frac{1}{2} fu(1 - f) \right) \frac{\mathcal{H}^4}{k_s^4} \right. 

- \left( f + \frac{3u}{2} \right) \left( \frac{\mathcal{H}^2}{k_s^2} + 3f \frac{\mathcal{H}^4}{k_s^4} \right) \frac{\partial \log T}{\partial \log k} \right. 

\left. \frac{1}{2} \left( \frac{k_s}{k_l} - \frac{k_l}{k_s} \right)^2 \frac{\delta(k_s)}{1 + 3f \frac{\mathcal{H}^2}{k_s^2}} \frac{\delta(k_l)}{1 + 3f \frac{\mathcal{H}^2}{k_l^2}} \right\},
\]

(4.13)

where we symmetrised the kernel by using \( \frac{k_s^2}{k_l^2} \to \frac{1}{2} \left( \frac{k_l}{k_s} - \frac{k_s}{k_l} \right)^2 \). After identifying \( k_s = k_1 = k \) and \( k_l = k_2 \), we see that the second-order result can be expressed as a kernel of the form \( K_P \) given in (3.7) with a coefficient \( \gamma_P \) given by this squeezed limit

\[
\gamma_{P, sq} = \frac{1}{2} \left[ f - f^2 - 3u \right] \frac{\mathcal{H}^2}{k_s^2} + 9 \left[ f^2 - \frac{1}{2} fu(1 - f) \right] \frac{\mathcal{H}^4}{k_s^4} 

- \frac{1}{2} \left( f + \frac{3u}{2} \right) \left[ \frac{\mathcal{H}^2}{k_s^2} + 3f \frac{\mathcal{H}^4}{k_s^4} \right] \frac{\partial \log T}{\partial \log k}.
\]

(4.14)
The first two terms in (4.14) match $\gamma_{P,VR}$ in equation (3.8) exactly. The last term in (4.14) vanishes for a scale-invariant transfer function, i.e., for a scale-invariant distribution of perturbations after the radiation epoch, but in general it accounts for the impact of the preceding phase of radiation domination on perturbations at the start of the matter era and the gravitational effect of baryons.

Note that in the squeezed limit we can neglect the contributions to the kernel $K_P$ in (3.7) coming from the terms proportional to $\alpha_{P,VR}$ and $\beta_{P,VR}$, while in the opposite limit, for equilateral shapes, the contribution to the kernel from $\gamma_{P,\text{sq}}$ is zero. Therefore the correction we have computed in this section to $\gamma_{P,VR}$ can be included in the full kernel for any shape without spoiling the non-squeezed limit results.

The technique presented here for calculating the second-order density kernel is limited to squeezed shapes. There will be additional corrections to the kernel from the preceding radiation dominated era for other shapes which should in principle be considered. However, in the next section we show that these are usually small and modifying $\gamma_{P,\text{sq}}$ alone greatly improves the relativistic dark matter kernel.

5 Numerical computation

In order to test the validity of our analytic approximations, we compare them with the CDM bispectrum kernel computed by SONG, a second-order Boltzmann code that includes the effect of photons, baryons and neutrinos. SONG is written in Poisson gauge so all results in this section will be in this gauge.

5.1 The numerical code SONG

SONG was originally conceived to compute the effect of non-linear dynamics on CMB observables like the CMB intrinsic bispectrum [9, 10] and the B-polarisation power spectrum [38]. The late-time dark matter kernels presented are not central to these tasks, but the code has all the structure needed to compute them efficiently. All kernels (metric, CDM, baryon, photon and neutrinos) can be obtained on an average 8-core machine for a single Fourier mode in about a millisecond. This high computational speed allowed us to perform extensive analytical and numerical tests on the kernels produced by SONG [28].

SONG computes the perturbation kernels by solving the Einstein-Boltzmann system of coupled differential equations at second order in the Poisson gauge. The relativistic species (photons and neutrinos) are evolved in full, considering both anisotropic stresses and higher moments; for the massive ones (baryons and cold dark matter) SONG employs a fluid approximation whereby it retains only the density and velocity moments\(^1\). GR relativistic effects are naturally accounted for and so are the interactions they induce between between the various species. The scattering effects between photons and baryons are included up to second order in the cosmological perturbations [40] and, before the time of recombination, up to first order in the tight-coupling approximation. For a detailed description of the equations, refer to Sec. 5.3 of Ref. [28].

The initial conditions are obtained by solving the system of equations analytically deep in the radiation era, assuming adiabatic perturbations and super-horizon modes. This procedure yields constant non-vanishing initial conditions for the Newtonian potentials $\Phi$ and $\Psi$ and for the densities of the matter species, in agreement with our arguments in Sec. 3.1.

\(^1\)Note that SONG’s structure allows for a more complex treatment of massive species (e.g. including pressure), as it evolves them using a momentum-integrated Boltzmann hierarchy [28, 39].
It is also assumed that the post-inflationary Universe is initially Gaussian, with a vanishing nonlinear parameter $f_{NL}$ for the $\zeta$ curvature perturbation. Again, a detailed derivation of the second-order initial conditions used in SONG is presented in Sec. 5.4 of Ref. [28].

SONG’s layout is inspired by the first-order Boltzmann code CLASS [41, 42]. In particular, SONG inherits from CLASS its modular structure and a differential equation solver designed for stiff systems ($ndf15$). Like CLASS, SONG is open-source and is available online at https://github.com/coccoinomane/song in prerelease form; all numerical results presented here can be reproduced in this way. We plan to release the 1.0 version of SONG later in 2016.

5.2 Comparison of the analytic results

We will compare the numerically computed kernel from SONG to three analytical approximations $K_N$, $K_{P, VR}$ and $K_{P, +}$. The Newtonian kernel $K_N$ is given by equation (2.24) and the GR kernel $K_{P, VR}$ derived from [3] is given by equation (3.7). $K_{P, +}$ is the improved kernel with the squeezed limit correction obtained by replacing $\gamma_{P, VR}$ by $\gamma_{P, sq}$ given by (4.14). This is the most accurate analytic formula so we give the explicit form here:

\[
K_{P, +} \equiv (\beta_{P, VR} - \alpha_{P, VR}) + \frac{\beta_{P, VR}}{2} \hat{k}_1 \cdot \hat{k}_2 \left( \frac{k_2}{k_1} + \frac{k_1}{k_2} \right) + \alpha_{P, VR} \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 + \gamma_{P, sq} \left( \frac{k_1}{k_2} - \frac{k_2}{k_1} \right)^2.
\]

(5.1)

where $\alpha_{P, VR}$ and $\beta_{P, VR}$ are given in (3.8) and $\gamma_{P, sq}$ is defined by (4.14).

In figure 2 we plot the same kernel as in figure 1, but now we are also comparing to $K_{P, +}$. The agreement between the kernel computed by SONG and $K_{P, +}$ is quite remarkable, matching the baryon acoustic oscillations and improving the analytical fit by orders of magnitude. At $z = 100$ the baryon perturbations and the CDM perturbations have still not equilibrated.
Figure 3. The kernel computed by SONG for a nearly equilateral configuration compared to the analytic estimates at redshift $z = 100$ and $z = 0$. The difference between $K_{P, VR}$ and $K_{P,+}$ is negligible for this configuration as we expect from the form of the correction term.

completely, which explains why the oscillations are not fit exactly\(^2\). At $z = 0$ the acoustic oscillations are well matched and the residual error is at the percent level.

The second configuration that we have shown in figure 3 is a nearly equilateral configuration. Despite not including baryons or radiation, the GR kernels are accurate at the percent level at redshift $z = 100$ and at the sub-percent level today. The difference between $K_{P, VR}$ and $K_{P,+}$ is insignificant which confirms that the correction term in $\gamma_{P, sq}$ is safe to include in the full kernel.

Figure 4 shows a folded configuration where $k_1 + k_2$ is only slightly larger than $k_3$. In this case $K_{P, VR}$ and $K_{P,+}$ are in close agreement, again showing that the squeezed limit correction is safe to add to the full kernel. At $z = 0$ the disagreement is less than a percent at large scales, but around $10^{-3}\text{Mpc}^{-1}$ we see a bump where the error goes to 4%. At this scale the perturbations re-enter during radiation domination and we should consider the full intrinsic bispectrum. On the smaller scales the fit improves again since the solution becomes dominated by its source; the Newtonian kernel starts to become a good approximation on these scales. At $z = 100$ this effect is more pronounced with the error reaching 10% as the initial conditions still have a stronger influence. This mismatch of $K_{P, VR}$ due to the intrinsic bispectrum for the folded shapes cannot be captured by a simple analytical computation, as done in $K_{P,+}$ for the squeezed shapes; it requires a full second-order computation.

Finally in figure 5, we plot the full bispectrum kernel from SONG at $z = 0$ together with the percentage relative error of $K_{P,+}$. For three scales $k_1 = \{10^{-4}, 10^{-3}, 10^{-2}\}\text{Mpc}^{-1}$, we plot the kernel as a function of $k_2/k_1$ and $k_3/k_1$. We have indicated the zero-crossings of

\(^2\)The squeezed limit computation can be generalised to compute the baryon bispectrum, employing the first-order baryon transfer functions. Instead, for simplicity, we base our computation on the Bardeen potential, using the total density contrast for baryons and dark matter.
Figure 4. The kernel computed by SONG for a folded configuration compared to the analytic estimates at redshift $z = 100$ and $z = 0$. The GR kernels are accurate at large scales where the initial condition is correct and at small scales and late times where the Newtonian part takes over. The bump in the error at intermediate scales can be understood in this way, since the GR kernels are effectively just interpolating between these two regimes.

$K_{\text{SONG}}$ by a dashed line. The error of $K_{P,+}$ is less than 1% for most configurations, and the configurations where the error is bigger than 1% are mostly associated with areas where the kernel is vanishing. The exception are the “folded and slightly squeezed” configurations at scale $k_1 = 10^{-3}\text{Mpc}$ at the lower right part of the triangle. These are configurations similar to the one shown in figure 4 so at this scale we are picking up the error bump seen in that figure.

6 Conclusion

In this paper we have presented for the first time a full numerical calculation of the leading-order matter bispectrum obtained from the second-order Einstein-Boltzmann code SONG originally developed to study nonlinear evolution in the CMB [9, 10, 28]. The full bispectrum includes the usual nonlinear Newtonian evolution during the matter era [16, 23], but also the general relativistic initial conditions due to the nonlinear constraint equations of general relativity [19, 21, 27]. It includes the effects of radiation coupled to baryons at early times [18] and the cosmological constant at late times [3, 20, 22].

Measurements of the large-scale galaxy 3-point function already indicate the presence of baryon acoustic oscillation [43, 44]. We have shown that baryon acoustic oscillations come into the matter bispectrum not just through the variance of the modes themselves (e.g. [45]), but also through how the modes are correlated. That is, while BAO features naturally arise in the bispectrum from the power spectrum factors in equation (1.9), we have shown for the first time that they also arise in the kernel itself through the second-order perturbation.
These features are particularly strong in squeezed bispectrum configurations, as is shown in figure 1.

We have also derived a novel analytical approximation for the total matter bispectrum (5.1), valid in both the matter- and Λ-dominated eras. It accurately reproduces relativistic effects in the Poisson gauge [3] and, in the squeezed limit, the feedback of photons and baryons on CDM induced by the radiation-dominated era, faithfully reproducing the baryon acoustic oscillations at low redshift, see figure 3. As shown in figure 5, our analytic approximation is reliable at the percent level for most configurations at the present day.

This work is an important step towards making consistent relativistic predictions for upcoming large-scale structure surveys such as Euclid and SKA. A numerical Boltzmann code such as SONG allows us to compute separately the cold dark matter and baryon density contrast up to second order and hence is a necessary step towards constructing consistent relativistic initial conditions for N-body codes at high redshift and/or on large scales.

We have recently shown how to set up relativistic initial conditions for N-body simulations at first order in general relativity that can be consistently evolved using standard Newtonian equations of motion [46] (see also [47, 48]). However no such consistent N-body treatment yet exists at second order in general relativity. An attempt has been made to incorporate post-Newtonian corrections in N-body evolution [49], but this approach remains
linear on large scales (however see [50]). The development of a second order relativistic treatment for N-body simulations remains an outstanding problem before the results of this work can be used to obtain reliable predictions for future galaxy surveys.
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A Newtonian Boltzmann equation in comoving coordinates

The total differential of the dark matter distribution function is

\[
\begin{align*}
\frac{df}{d\tau}(\tau, x, u) &= \frac{\partial f}{\partial \tau} d\tau + \frac{\partial f}{\partial x} \cdot dx + \frac{\partial f}{\partial u} \cdot du \\
&= \frac{\partial f}{\partial \tau} d\tau + \frac{\partial f}{\partial x} \cdot dx d\tau + \frac{\partial f}{\partial u} \cdot du d\tau \\
&= \left[ \frac{\partial f}{\partial \tau} + \frac{\partial f}{\partial x} \cdot u + \frac{\partial f}{\partial u} \cdot \left( \frac{dv}{d\tau} - \dot{\mathcal{H}} x \right) \right] d\tau.
\end{align*}
\]

In Newtonian theory, the equation of motion of a point particle in a gravitational field $\Phi_N$ is

\[
\left. \frac{dv}{dt} \right|_{\text{matter}} = -\frac{d\Phi_N}{dr}.
\]

However, in GR the presence of a cosmological constant provides an isotropic acceleration independent of matter. Taking the time derivative of equation (2.3) with $\Omega_m = 0$ yields

\[
\left. \frac{dv}{d\tau} \right|_{\Lambda} = H_0^2 a^2 \Omega_\Lambda x.
\]

The assumption that the particles only interact through gravity, $\frac{df}{d\tau} = 0$, thus leads to the collision-less Boltzmann equation

\[
\begin{align*}
\frac{\partial f}{\partial \tau} &= -\frac{\partial f}{\partial x} \cdot u - \frac{\partial f}{\partial u} \cdot \left( \frac{d\Phi_N}{dx} + H_0^2 a^2 \Omega_\Lambda x - \dot{\mathcal{H}} x \right) \\
&= -\frac{\partial f}{\partial x} \cdot u + \frac{\partial f}{\partial u} \cdot \frac{d\Phi_E}{dx},
\end{align*}
\]

where we have introduced an effective potential

\[
\Phi_E \equiv \Phi_N + \frac{1}{2} \left( \dot{\mathcal{H}} - H_0^2 \Omega_\Lambda a^2 \right) x^2.
\]

We can write the dark matter density in terms of the density contrast and the mean density,

\[
\rho_m(\tau, x) = (1 + \delta(\tau, x)) \bar{\rho}_m.
\]
By taking the Laplacian (in $x$-space) of equation (A.8) we can derive a Laplace equation for $\Phi_E$:

$$\nabla^2 \Phi_E = \nabla^2 \Phi_N + 3 \left( \dot{\mathcal{H}} - H_0^2 \Omega_\Lambda a^2 \right)$$  
(A.10)

$$= 4\pi G a^2 (1 + \delta(\tau, x)) \bar{\rho}_m + 3 H_0^2 \left( \Omega_m a^{-1} + \Omega_\Lambda a^2 - \frac{3}{2} \Omega_m a^{-1} - \Omega_\Lambda a^2 \right)$$  
(A.11)

$$= \frac{3}{2} H_0^2 \Omega_m a^{-1} \delta(\tau, x).$$  
(A.12)

This shows that $\Phi_E$ vanishes when the matter distribution is exactly homogeneous.

To relate the distribution function to physical fluid variables, we will need the coordinate transformation back to physical phase space. From equation (2.3) we have

$$\left( \begin{array}{c} r \\ p \end{array} \right) = \left( \begin{array}{cc} a_0 m & 0 \\ m \mathcal{H} & m \end{array} \right) \left( \begin{array}{c} x \\ u \end{array} \right),$$  
(A.13)

where the $6 \times 6$ matrix has been written in block form. The differentials transform as the Jacobian of this transformation, so we immediately find

$$dN = f(r, p) d^3 r d^3 p = \left| a_0 m \mathcal{H} m \right| f(x, u) d^3 x d^3 u = a^3 m^3 f(x, u) d^3 x d^3 u.$$  
(A.14)

The number density in the comoving coordinates is now

$$n(\tau, x) = \int d^3 u dN d^3 x = \int d^3 x d^3 u a^3 m^3 f(x, u) \equiv \langle f \rangle_u,$$  
(A.15)

where we introduced a short hand notation for the velocity integral. The next two velocity moments define the peculiar velocity flow $\mathcal{U}$ and the stress tensor $\sigma_{ij}$ respectively:

$$\mathcal{U}(\tau, x) = \frac{1}{n(\tau, x)} \langle uf \rangle_u,$$  
(A.16)

$$\sigma_{ij}(\tau, x) = \frac{1}{n} \langle u_i u_j f \rangle_u - \mathcal{U} \mathcal{U}_j.$$  
(A.17)

We will now derive the fluid equations by taking kinetic moments of the Boltzmann equation (A.7). Since both the phase space volume $d^3r d^3p$ and the comoving volume $d^3x$ is conserved, the quantity $a^3 m^3 d^3 u$ is conserved as well and $u \propto \frac{a}{\dot{a}}$. This also implies that our definition of the kinetic averaging is time independent,

$$\left\langle \frac{\partial g}{\partial \tau} \right\rangle_u = \frac{\partial}{\partial \tau} \langle g \rangle_u.$$  
(A.18)

The first moment gives

$$\left\langle \frac{\partial f}{\partial \tau} \right\rangle_u = - \left\langle \frac{\partial f}{\partial x} \cdot u \right\rangle_u + \left\langle \frac{\partial f}{\partial x} \cdot \frac{d\Phi_E}{dx} \right\rangle_u,$$  
(A.19)

$$\frac{\partial}{\partial \tau} \langle f \rangle_u = - \frac{\partial}{\partial x} \langle u^j f \rangle_u + \frac{d\Phi_E}{dx^j} \left\langle \frac{\partial f}{\partial \omega} \right\rangle_u,$$  
(A.20)

$$\dot{n} = - \frac{\partial}{\partial x^j} (m \mathcal{U}^j)$$  
(A.21)

$$\dot{\delta} = - \frac{\partial}{\partial x^j} \left[ (1 + \delta) \mathcal{U}^j \right].$$  
(A.22)
where we used \( n = \rho / m = (1 + \delta) \bar{\rho} / m \). This is the continuity equation which just states that the number of particles is conserved. The second moment gives

\[
\left\langle u^i \frac{\partial f}{\partial \tau} \right\rangle_u = - \left\langle u^i \frac{\partial f}{\partial \mathbf{x}} \cdot \mathbf{u} \right\rangle_u + \left\langle u^i \frac{\partial f}{\partial \mathbf{u}} \cdot \frac{\partial \Phi_E}{\partial \mathbf{x}} \right\rangle_u
\]

\[
\left\langle \frac{\partial u^i f}{\partial \tau} - \frac{\partial u^i}{\partial \tau} f \right\rangle_u = - \frac{\partial}{\partial x^j} \left\langle u^i u^j f \right\rangle_u + \frac{\partial \Phi_E}{\partial x^j} \left\langle u^i \frac{\partial f}{\partial u^j} \right\rangle_u
\]

\[
\frac{\partial}{\partial \tau} \left\langle u^i f \right\rangle_u + \mathcal{H} \left\langle u^i f \right\rangle_u = - \frac{\partial}{\partial x^j} \left[ \sigma^{ij}(\tau, \mathbf{x}) + n(\tau, \mathbf{x}) \mathbf{U} \cdot \mathbf{U} \right] - \frac{\partial \Phi_E}{\partial x^j} \left\langle \delta^{ij} f \right\rangle_u
\]

\[
n \dot{U}^i = - \mathcal{H} U^i - \mathbf{U} \frac{\partial \mathbf{U}^i}{\partial x^j} - \frac{1}{n} \frac{\partial}{\partial x^i} n \sigma^{ij} - \frac{\partial \Phi_E}{\partial x^i}. \tag{A.23}
\]

From now on we will neglect the stress tensor \( \sigma_{ij} \), and we will assume that the vorticity of \( \mathbf{U} \) vanish, i.e. \( \mathbf{U} \) is fully described by a scalar potential. The latter assumption is consistent with neglecting the stress tensor since one can show that vorticity is sourced by \( \sigma_{ij} \). In terms of the velocity potential \( \Upsilon \) defined as \( \mathbf{U} = \nabla \Upsilon \), equation (A.22) and (A.23) read

\[
\dot{\Upsilon} = - \partial_j [(1 + \delta) \partial_j \Upsilon] \tag{A.24}
\]

\[
\partial_i \Upsilon = - \mathcal{H} \partial_i \Upsilon - \partial_j \Upsilon \partial_j \Upsilon - \partial_i \Phi_E \tag{A.25}
\]

\[
\dot{\theta} = - \mathcal{H} \theta - \partial_i \nabla^2 \theta \partial_i \nabla^2 \theta - \partial_j \nabla^2 \theta \partial_j \theta - \nabla^2 \Phi_E. \tag{A.26}
\]

### B ΛCDM growth functions

We will now briefly relate some basic results concerning the first and second-order growth functions \( D(a) \) and \( F(a) \) as well as \( \mathcal{H}E(a) \). \( D \) and \( F \) are the fastest growing solutions of equation (2.9) and equation (2.21) respectively, and \( \mathcal{H}E(a) \) arises in the coordinate transformation in ΛCDM that absorbs the long mode and it is defined in equation (4.3). It will be convenient for us to define

\[
x \equiv \frac{\Omega_\Lambda}{\Omega_m} a^3, \tag{B.1}
\]

and we use the fact that any hypergeometric function that admits a quadratic transformation can be expressed in terms of the Legendre function.
Figure 6. Redshift dependence of the four functions $f$, $u$, $v$ and $w$ that fully describe the deviations from EdS of the second-order density kernel. Note that $v \simeq 1$ and that $w \simeq f$.

\[
D(a) = \frac{5}{2} H_0^2 \Omega_m \frac{\mathcal{H}}{a} \int_0^a \frac{da'}{a'(a')} , \\
= a\sqrt{1+x} 2F_1 \left( \frac{3}{2}, \frac{5}{6}, \frac{11}{6}, -x \right) , \\
= a_2 F_1 \left( \frac{1}{3}, 1, \frac{11}{6}, -x \right) , \\
= 2^{\frac{5}{2}} \Gamma \left( \frac{11}{6} \right) a x^{-\frac{5}{2}} P_{-\frac{5}{2}} \left( \sqrt{1+x} \right) .
\]

\[
\mathcal{H}E(a) = \mathcal{H} \sqrt{\frac{a}{\Omega_m a^2}} \int_0^a \frac{a'}{\mathcal{H}(a')} da' , \\
= -\frac{2}{5} \sqrt{1+x} 2F_1 \left( \frac{1}{2}, \frac{5}{6}, \frac{11}{6}, -x \right) , \\
= -\frac{2}{5} 2^{\frac{5}{2}} \Gamma \left( \frac{11}{6} \right) \sqrt{1+x} x^{-\frac{5}{2}} P_{-\frac{5}{2}} \left( \sqrt{1+x} \right) .
\]

\[
\mathcal{H}\eta(a) = \frac{\mathcal{H}}{H_0} \int_0^a \frac{1}{a' \mathcal{H}(a')} da' , \\
= \sqrt{1+x} 2F_1 \left( \frac{1}{6}, \frac{1}{2}, \frac{7}{6}, -x \right) .
\]

We are not aware of any explicit expression for $F$ in ΛCDM, but note that $F \xrightarrow{\text{EdS}} \frac{3}{2} a^2$. In order to make the EdS limit obvious, we define 4 functions that all evaluate to 1 in EdS:

\[
f = \frac{\dot{D}}{D \mathcal{H}} = a D'(a) D , \\
u \equiv 2 \left[ 1 - \frac{\mathcal{H}}{H^2} \right] = \frac{1}{1 + \frac{\Omega_\Lambda}{\Omega_m} a^3} , \\
v \equiv \frac{7 F}{3 D^2} , \\
w \equiv \frac{7 \dot{F}}{6 H D^2} = \frac{7 a F'(a)}{6 D^2} .
\]

We have shown the redshift evolution of these quantities in figure B.
C Separate universe approach

In this appendix we derive the local coordinate transformation (4.3) to remove the long-wavelength curvature perturbation $\zeta$, as well as the relation

$$\mathcal{H}E = -\frac{1}{1 + \frac{3w}{2f}}.$$  \hfill (C.1)

We perform the following *local* coordinate transformation:

$$\tilde{\eta} = \eta + \epsilon(\eta), \quad \tilde{x}^i = x^i(1 + \lambda).$$  \hfill (C.2)

Note that the rescaling of spatial coordinates is not the usual gauge transformation and this transformation leaves the line element equation (1.10) in the same form only locally where we can ignore the spatial dependence of $\lambda$. As we are interested in a patch whose size is smaller than the long-wavelength mode, we can perform this rescaling if $\lambda$ is associated with the long-wavelength curvature perturbations $\zeta_l$. The metric perturbations $\Psi$ and $\Phi$ are transformed as

$$\tilde{\Phi} = \Phi - \mathcal{H}\epsilon - \lambda, \quad \tilde{\Psi} = \Psi - \mathcal{H}\epsilon - \dot{\epsilon}.$$  \hfill (C.3)

The comoving curvature perturbation is given by equation (1.11)

$$\zeta = \Phi - \frac{2}{3} \frac{1}{1 + w} \left[ \Psi - \frac{a}{a} \dot{\Phi} \right].$$  \hfill (C.4)

Using equation (C.3), we can show that the comoving curvature perturbation transforms as

$$\tilde{\zeta} = \zeta - \lambda.$$  \hfill (C.5)

Thus by choosing $\lambda = \zeta$, we can remove the long-wavelength comoving curvature perturbation in the local patch. In the absence of anisotropic stress, the metric perturbations satisfy $\tilde{\Phi} + \tilde{\Psi} = \Phi + \Psi = 0$. This gives a condition on $\epsilon$ as

$$\dot{\epsilon} + 2\mathcal{H}\epsilon = -\zeta.$$  \hfill (C.6)

The solution to this equation gives equation (4.3).

Since the comoving curvature perturbation vanishes, $\tilde{\Phi}$ also vanishes in the local patch. This gives the following equation:

$$\tilde{\Phi} = \Phi - \mathcal{H}\epsilon + \zeta = 0.$$  \hfill (C.7)

Defining $\epsilon = E(\eta)\zeta$, we obtain

$$\mathcal{H}E = -\frac{1}{1 + \frac{3w}{2f}},$$  \hfill (C.8)

where we used the fact that the comoving curvature perturbation can be rewritten as

$$\zeta = \left( 1 + \frac{2f}{3w} \right) \Phi.$$  \hfill (C.9)
D Fourier dictionary

We will use GR results presented in Ref. [3]. They write their formulae in terms of the present day linearly extrapolated Newtonian potential, \( \phi_0 \equiv -(a_0/D_0)\phi_0 \), where \( a_0 \) is the present day scale factor and \( D_0 \) the present growth factor. This section contains a convenient dictionary for converting second-order real-space results into Fourier space. We will use \( \mathcal{F}_k \) to denote a mapping under the Fourier operator defined in equation (1.1).

\[
\phi_0^2 \mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) \right\} = (\nabla^2 \phi_0)^2 C_k \left\{ \phi_0 (k_1) \phi_0 (k_2) k_1^2 k_2^2 \right\}
\]

\[
(\nabla \phi_0)^2 \mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) (-1) k_1 k_2 \hat{k}_1 \cdot \hat{k}_2 \right\}
\]

\[
2\phi_0^l \nabla^2 \phi_0 \mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) k_1^2 k_2^2 \hat{k}_1 \cdot \hat{k}_2 \left( \frac{k_2}{k_1} + \frac{k_1}{k_2} \right) \right\}
\]

\[
2\phi_0 \nabla^2 \phi_0 \mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) (-1) \left( k_1^2 + k_2^2 \right) \right\}
\]

\[
\phi_{0,lm} \phi_{0}^{lm} \mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) k_1^2 k_2^2 \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right\}
\]

\[
\nabla^{-2} (\phi_0^l \phi_l^m) \mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) \left( \frac{k_1 k_2}{k_1^2 k_2^2} \right) \left( \hat{k}_1 \cdot \hat{k}_2 \right) \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right\}
\]

\[
\nabla^{-2} \left[ (\nabla^2 \phi_0)^2 \right] \mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) \frac{-k_1^2 k_2^2}{k_2^2} \right\}
\]

\[
\nabla^{-2} \left[ \phi_0 \phi_0,ik \right] \mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) \frac{-k_1^2 k_2^2}{k_2^2} \right\}
\]

From this dictionary we also find:

\[
\Theta_0 \equiv \frac{1}{2} \nabla^{-2} \left[ \frac{1}{3} \phi_0^d \phi_0^d - \nabla^{-2} \left( \phi_0^l \phi_l^m \right) \right]
\]

\[
\mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) \left( \frac{1}{6} \frac{k_1 k_2}{k^2} \hat{k}_1 \cdot \hat{k}_2 - \frac{1}{2} \frac{k_1^2 k_2^2}{k^4} \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right) \right\}
\]

\[
\Psi_0 \equiv -\frac{1}{2} \nabla^{-2} \left[ (\nabla^2 \phi_0)^2 - \phi_0,ik \phi_0,ik \right]
\]

\[
\mathcal{F}_k \left\{ \phi_0 (k_1) \phi_0 (k_2) \frac{1}{2} k_1^2 k_2^2 \left( 1 - \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right) \right\}
\]

It will be useful to write these kernels in terms of \( \delta_p^{(1)} \). We will pull out factors of \( k \) to make the remaining part dimensionless w.r.t. \( k_1 \) and we will write any remaining \( k \)'s in terms of \( k_1, k_2 \) and \( k_1 \cdot k_2 \) using the relations

\[
\frac{k_1^2}{k_1 k_2} = \frac{k_1}{k_2} + \frac{k_2}{k_1} + 2 k_1 \cdot k_2,
\]

\[
\frac{k_1^4}{k_1^4 k_2^2} = 4 \left( 1 + k_1 \cdot k_2 \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) + \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right) + \left( \frac{k_1}{k_2} - \frac{k_2}{k_1} \right)^2.
\]
Terms proportional to $\frac{1}{k^4}$:

$$\frac{\phi_0^2}{k_x} C_k \left\{ \frac{9\mathcal{H}_2^4\Omega_n^2}{4D^2k^4} \frac{\delta(k_1) \delta(k_2)}{1 + 3f \frac{\mathcal{H}}{k_1} 1 + 3f \frac{\mathcal{H}}{k_2} k_1^2 k_2^2} \right\} = C_k \left\{ \frac{9\mathcal{H}_2^4\Omega_n^2}{4D^2k^4} \frac{\delta(k_1) \delta(k_2)}{1 + 3f \frac{\mathcal{H}}{k_1} 1 + 3f \frac{\mathcal{H}}{k_2} k_1^2 k_2^2} \left( \frac{k_1}{k_2} - \frac{k_2}{k_1} \right)^2 + 4 \left[ 1 + \hat{k}_1 \cdot \hat{k}_2 \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) + \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right) \right\}$$

$$\Theta_0 \xrightarrow{\mathcal{F}_k} C_k \left\{ \frac{9\mathcal{H}_2^4\Omega_n^2}{4D^2k^4} \frac{\delta(k_1) \delta(k_2)}{1 + 3f \frac{\mathcal{H}}{k_1} 1 + 3f \frac{\mathcal{H}}{k_2} k_1^2 k_2^2} \left( \frac{k^2}{6k_1 k_2} \hat{k}_1 \cdot \hat{k}_2 - \left[ 1 \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) \hat{k}_1 \cdot \hat{k}_2 + \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right) \right\} = C_k \left\{ \frac{9\mathcal{H}_2^4\Omega_n^2}{4D^2k^4} \frac{\delta(k_1) \delta(k_2)}{1 + 3f \frac{\mathcal{H}}{k_1} 1 + 3f \frac{\mathcal{H}}{k_2} k_1^2 k_2^2} \left( -\frac{1}{2} - \frac{1}{3} \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) \hat{k}_1 \cdot \hat{k}_2 - \frac{1}{6} \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right) \right\}$$

Terms proportional to $\frac{1}{k^2}$:

$$\left( \nabla \phi_0 \right)^2 \xrightarrow{\mathcal{F}_k} C_k \left\{ \frac{9\mathcal{H}_2^4\Omega_n^2}{4D^2k^2} \frac{\delta(k_1) \delta(k_2)}{1 + 3f \frac{\mathcal{H}}{k_1} 1 + 3f \frac{\mathcal{H}}{k_2} k_1^2 k_2^2} \left( -1 \right) \frac{k^2}{k_1 k_2} \hat{k}_1 \cdot \hat{k}_2 \right\}$$

$$\Phi_0 \xrightarrow{\mathcal{F}_k} C_k \left\{ \frac{9\mathcal{H}_2^4\Omega_n^2}{4D^2k^2} \frac{\delta(k_1) \delta(k_2)}{1 + 3f \frac{\mathcal{H}}{k_1} 1 + 3f \frac{\mathcal{H}}{k_2} k_1^2 k_2^2} \left( -1 \right) \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) \hat{k}_1 \cdot \hat{k}_2 + 2 \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2 \right\}$$

$$2\phi_0 \nabla^2 \phi_0 \xrightarrow{\mathcal{F}_k} C_k \left\{ \frac{9\mathcal{H}_2^4\Omega_n^2}{4D^2k^2} \frac{\delta(k_1) \delta(k_2)}{1 + 3f \frac{\mathcal{H}}{k_1} 1 + 3f \frac{\mathcal{H}}{k_2} k_1^2 k_2^2} \left( -1 \right) \frac{k^2}{k_1 k_2} \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) \right\} = C_k \left\{ \frac{9\mathcal{H}_2^4\Omega_n^2}{4D^2k^2} \frac{\delta(k_1) \delta(k_2)}{1 + 3f \frac{\mathcal{H}}{k_1} 1 + 3f \frac{\mathcal{H}}{k_2} k_1^2 k_2^2} \left( -1 \right) \left( \frac{k_1}{k_2} - \frac{k_2}{k_1} \right)^2 \right\} + 4 + 2\hat{k}_1 \cdot \hat{k}_2 \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right)$$
Terms proportional to $\frac{1}{k^4}$:

\[
(\nabla^2 \phi_0)^2 \overset{\mathcal{K}_k}{\mathcal{C}_k} \begin{cases}
\frac{9H_0^4 \Omega_m^2}{4D^2} \frac{\delta(k_1)}{1 + 3f \frac{H^2}{k_1^2} + 1 + 3f \frac{H^2}{k_2^2}} \\
2 \phi_0^4 \overset{\mathcal{K}_k}{\mathcal{C}_k} \begin{cases}
\frac{9H_0^4 \Omega_m^2}{4D^2} \frac{\delta(k_1)}{1 + 3f \frac{H^2}{k_1^2} + 1 + 3f \frac{H^2}{k_2^2}} \hat{k}_1 \cdot \hat{k}_2 \\
\phi_0 \phi_0 \overset{\mathcal{K}_k}{\mathcal{C}_k} \begin{cases}
\frac{9H_0^4 \Omega_m^2}{4D^2} \frac{\delta(k_1)}{1 + 3f \frac{H^2}{k_1^2} + 1 + 3f \frac{H^2}{k_2^2}} \hat{k}_1 \cdot \hat{k}_2 \left( \frac{k_2}{k_1} + \frac{k_1}{k_2} \right) \\
\phi_0 \phi_0 \overset{\mathcal{K}_k}{\mathcal{C}_k} \begin{cases}
\frac{9H_0^4 \Omega_m^2}{4D^2} \frac{\delta(k_1)}{1 + 3f \frac{H^2}{k_1^2} + 1 + 3f \frac{H^2}{k_2^2}} \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2
\end{cases}
\end{cases}
\end{cases}
\]

(D.20)

(D.21)

(D.22)
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