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Abstract

Cosmology motivated by string theory has been studied extensively in the recent literature. String theory is promising because it has interesting features such as unifying gravity, electromagnetic, weak and strong nuclear forces. However, even the energy scale of the experiments at the Large Hadron Collider (∼TeV) is too low to detect any strong evidence for string theory. The energy scale of inflation can be above ∼ 10^9 TeV. Therefore, it is expected to find some signature of string theory in cosmology.

String theory predicts ten space-time dimensions. In the brane world scenario, our four dimensional Universe is confined onto the higher dimensional object called the Brane in the ten dimensional space time. The Dirac-Born-Infeld (DBI) inflation is based on this idea. DBI inflation predicts a characteristic statistical feature in the Cosmic Microwave Background (CMB) temperature anisotropies. In this thesis, we study the predictions of the DBI inflation models on the CMB temperature anisotropies.

In chapter 1, the idea of inflation in the early stage of the Universe is introduced after explaining why we need inflation in addition to the standard Big Bang scenario. At the end of this chapter, we introduce the CMB observables that quantify the statistical properties of the CMB anisotropies.

In chapter 2, we introduce the cosmological perturbation theory for general multi-field inflation including DBI inflation. After studying the linear perturbation theory, we introduce the higher order perturbations that produce the non-Gaussianities. The analytic formulae for the CMB observables that are valid in cases with the effective single field dynamics around horizon crossing are summarised at the end of this chapter.

In chapter 3, the idea of DBI inflation is introduced. Some analytic predictions for the CMB observables are given in a simple single field DBI inflation model. After introducing the microphysical constraint that excludes the single field DBI
inflation, we show that this constraint can be significantly relaxed if the trajectory in the field space is bent in multi-field DBI inflation models.

In chapter 4, we study the specific two-field DBI inflation model with a potential that is derived in string theory. The potential contains only the leading order term ignoring all other possible corrections in string theory. After studying how curves in the trajectories in the field space affect the CMB observable, we show that this model is excluded by observation in the regime where the analytic formulae introduced in chapter 2 are valid. At the end of this chapter, we discuss the cases where we cannot use the analytic formulae and discuss possible implications.

In chapter 5, we study the two-field DBI inflation model with a potential that has the essential feature of the potential obtained with other corrections in addition to the leading term in string theory. In this model, inflation is driven by the motion of a D3 brane along the radial direction and at later times instabilities develop in the angular directions. It is shown that it is actually possible to satisfy the microphysical constraint with a turn in the trajectory in the field space. However, this particular choice of potential is excluded with the constraint on the local type non-Gaussianity by the latest CMB observations of the PLANCK satellite.

We discuss the future perspective of DBI inflation models in the last chapter.

Units

In this thesis, we set the speed of light $c$, the gravitational constant $G$, Boltzmann’s constant $k_B$, the reduced Planck constant $\hbar$ and the reduced Planck mass $M_P = \sqrt{\hbar c / 8\pi G}$ to be unity in some equations following the conventional notation in cosmology. Those notations allow us to express any mechanical quantity in terms of only one unit. Therefore, we can use some units to express a physical quantity interchangeably. For example, the energy density and the mass density are interchangeable because the energy density equals the mass density multiplied by $c^2$ and because we set $c = 1$. The signs of the metric tensor are $- , +, +, +, ...$ with a minus sign only for the time component while all the spatial components have positive signs.
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Chapter 1

Introduction to inflation

In 17th century, thanks to Newtonian physics, it was found out that the motion of the solar planets can be explained with considerable accuracy by the physical laws which were discovered in the experiments on the earth. Even though it made it possible to study the motions of extraterrestrial matter by physics, people did not know the origin of planets and stars yet.

In the 1940s, George Gamow and his colleagues Ralph A. Alpher and Robert Herman first explored the Big Bang model [1]. This model successfully explains how the Universe which we currently observe has evolved from a hot and dense state at the very early stage.

In this chapter, we first introduce the standard Big Bang model. Then, some problems of the model are explained. Finally, we explain about the inflationary models which solve those problems and give the seeds for the large scale structure of the Universe.

1.1 Standard Big Bang scenario

Some types of astronomical objects such as the type Ia supernovae (SNe Ia) [2] have characteristic absorption and emission lines in their spectra. If one of such objects is moving away from the earth, the wavelengths of these spectral features become longer because the light waves which propagate towards us from the object are stretched. This is called the redshift. The faster such objects move away from us, the redder the light waves emitted from them become. On the other hand, light emitted from an object which moves towards us becomes bluer. This is called the blueshift. Therefore, the velocities of objects can be measured by
observing the redshifts or blueshifts of them. We can also measure the distances to galaxies from the careful observation and calibration of such astronomical objects called ‘standard candles’ which are known to have the typical properties which can be used to measure the distances to those objects. For example, the SNe Ia are known to be standardisable. After applying an empirical correction to their observed light curve shapes and the peak magnitudes, they are known to be one of the best distance indicators [3]. Basically, the further a standard candle is, the dimmer it looks when observed from the earth. From those observations, it was found that the recessional velocities of almost all the astronomical objects are roughly proportional to their distances from the earth as can be seen in Fig. 1.1. This is called Hubble’s law. What does this mean? It seems like the earth is

![Hubble Diagram for Cepheids (flow-corrected)](image)

Figure 1.1: The relation between the distances of Cepheids which are one of the ‘standard candles’ from the earth and their recessional velocities relative to the earth (from Freedmann W. L. et al. 2000 [4]). We can see that the best fit to these data yields a slope of $H = 75 \pm 10$ km/sec/Mpc, within the uncertainties.

at a special place in the Universe from which almost all other objects move away at the velocities proportional to their distances. In this section, we introduce the current cosmologists’ answer to this question. It is very simple and beautiful, but
1.1.1 The idea of the Big Band scenario

In the history of physics, people made a mistake by thinking that our planet is at a special place in the Universe around which all other astronomical objects are rotating. In 15th century, Copernicus corrected the mistake by stating that the earth is just one of the planets rotating around the Sun. Cosmologists remembered the lesson and guessed that our planet is not at a special place. Then, how can we explain Hubble’s law? Imagine an expanding balloon with two stickers on it as in Fig. 1.2.

If the balloon inflates uniformly, how fast those stickers go away from each other is proportional to how far they are from each other. Then, let us put many stickers on the balloon and assume that a randomly chosen sticker is the earth and other stickers are the standard candles. We can see that Hubble’s law holds regardless of which sticker we choose to be the earth. Therefore, if we assume that our Universe is expanding uniformly like the balloon, we can actually explain
the law without assuming we are at a special place in the Universe.

Recent redshift surveys show that our Universe is **homogeneous** and **isotropic** when we look at much larger scales than 100 Megaparsecs (Mpc). If the matter distribution is homogeneous, the density is the same everywhere. Isotropic distribution around the earth means that matter is distributed in the same way in all the directions if we observe the sky from the earth. For example, if matter is distributed in a spherically symmetric way, it can be isotropic and not homogeneous. On smaller scales, there are structures like galaxies, clusters and superclusters as explained in [5]. Therefore, let us assume that matter distribution is homogeneous and isotropic when we study the global dynamics of the Universe. Let us pick up a random point “O”. Then, again, we pick another point “A” randomly as in Fig. 1.3. The distance between those two points at the initial time is defined to be \( r \ [\text{m}] \) while the energy density of the matter is \( \rho \ [\text{kg/m}^3] \). As we see below, we can study the dynamics of the Universe which is in analogy with that of the balloon explained above using the **General Relativity** (GR) under those assumptions.

GR states that gravity is equivalent to the curvature of the space-time. How
the space-time is curved is described by the metric tensor $g_{\mu\nu}$ which tells how the space-time interval $dx^\mu$ contributes to the line element $ds$ as

$$ds^2 = g_{\mu\nu}dx^\mu dx^\nu.$$  

(1.1)

Note that we use the Einstein summation convention with which we sum terms over all values of indices if those indices appear both as the covariant and contravariant scripts in any expression. For example, the expression above means

$$g_{\mu\nu}dx^\mu dx^\nu = \sum_{\mu,\nu=0}^{3} g_{\mu\nu}dx^\mu dx^\nu,$$  

(1.2)

in the four dimensional space-time which is described with the indices $\mu = 0, 1, 2, 3$. In the case that there is no gravity, the metric tensor reads

$$g_{\mu\nu} = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$  

(1.3)

This is the metric of the Minkowski space-time in which Special Relativity holds. As stated above, the Universe is homogeneous and isotropic on much larger scales than 100 Mpc. If we assume homogeneity and isotropy, the metric is determined uniquely as \[5\]

$$ds^2 = -dt^2 + a^2(t) \left[ \frac{dr^2}{1 - Kr^2} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) \right],$$  

(1.4)

where $(t, r, \theta, \phi)$ are space-time spherical coordinates and $K$ is constant. This metric is called the Friedmann-Robertson-Walker (FRW) metric. $r$ is the radial coordinate at $t_0$ at which $a(t)$ is unity. We can express the position of the point A with respect to the point O in Fig. 1.3 at a given time $t$ as

$$\vec{l} = a(t) \vec{r},$$  

(1.5)

where $r = |\vec{r}|$ and $\vec{l}$ is the position of the object at a given time $t$. $a(t)$ has the meaning of the scale of $\vec{l}$, therefore it is called the scale factor.

The space-time is “curved” by matter. How the curvature of the space-time
is generated is described in the **Einstein equation** as

\[ G_{\mu\nu} + \Lambda g_{\mu\nu} = 8\pi G T_{\mu\nu}, \]  

(1.6)

where \( \Lambda \) is a constant called the **cosmological constant**, \( T_{\mu\nu} \) is the **energy momentum tensor** and \( G_{\mu\nu} \) is the **Einstein tensor**. Those tensors are symmetric as follows

\[
\begin{align*}
T_{\mu\nu} &= T_{\nu\mu} \\
G_{\mu\nu} &= G_{\nu\mu} \\
g_{\mu\nu} &= g_{\nu\mu}
\end{align*}
\]  

(1.7)

Though we have used the word “matter” without defining so far, let us define matter to be everything incorporated in the energy momentum tensor which generates gravity through the Einstein equation. For perfect fluid, the energy momentum tensor is given by

\[ T_{\mu\nu} = (\rho + P) u^\mu u_\nu + P \delta_{\mu\nu}, \]  

(1.8)

where \( u^\mu \) is the fluid four-velocity, \( \rho \) and \( P \) are the energy density and the pressure of the fluid respectively. In a local rest frame where \( u^\mu = (c, 0, 0, 0) \), we have

\[
\begin{align*}
T^{00} &= \rho \\
T^{ij} &= P \delta_{ij}
\end{align*}
\]  

(1.9)

The Einstein tensor is defined as

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu}, \]  

(1.10)

where the **Ricci scalar** \( R \) is defined by using the **Ricci tensor** \( R_{\mu\nu} \) as

\[ R = R^\mu_\mu = g^{\mu\nu} R_{\mu\nu}. \]  

(1.11)

The Ricci scalar is defined by using the **Riemann tensor** as follows

\[ R_{\mu\nu} = R^\lambda_{\mu\lambda\nu}. \]  

(1.12)

The Riemann tensor is written as

\[ R^\sigma_{\rho\mu\nu} = \Gamma^\sigma_{\mu\rho,\nu} - \Gamma^\sigma_{\nu\rho,\mu} + \Gamma^\alpha_{\mu\rho} \Gamma^\sigma_{\alpha\nu} - \Gamma^\alpha_{\nu\rho} \Gamma^\sigma_{\alpha\mu}. \]  

(1.13)
where the Christoffel symbol is
\[
\Gamma^\rho_{\mu\nu} = \frac{1}{2} g^{\rho\sigma} \{ g_{\nu\sigma,\mu} + g_{\mu\sigma,\nu} - g_{\mu\nu,\sigma} \}. \tag{1.14}
\]

Though we do not study General Relativity in detail in this thesis (see \[6\] for detailed explanation of those tensors), the Christoffel symbol defines the “parallel transport” of a vector \(v^\mu\) in the curved space-time as
\[
v^\mu (x + \delta x) = v^\mu (x) - \Gamma^\mu_{\nu\lambda} (x) v^\nu (x) \delta x^\lambda, \tag{1.15}\]
where \(v^\mu (x + \delta x)\) is the parallel transported \(v^\mu (x)\) from \(x\) to \(x + \delta x\). It is worth noting that all components of the Christoffel symbol vanishes if there is no gravity and we can see from equation (1.15) that the “parallel transport” does not change any component of the vector as in the Euclidean space. Because the Riemann tensor can be defined by using only the metric tensors, the Einstein tensor can be rewritten by using only the metric tensors. Therefore, we can see that Einstein equation shows how matter curves the space-time through the metric tensor. If we substitute the FRW metric (1.4) into the Einstein equation (1.6), we can obtain the gravitational equations for the homogeneous and isotropic space. The (0, 0) component of the Einstein equation is given by
\[
H^2 = \frac{\dot{a} (t)^2}{a (t)^2} = \frac{1}{3M_p^2} \rho - \frac{K c^2}{a (t)^2} + \frac{\Lambda c^2}{3}, \tag{1.16}\]
which is called the **Friedmann equation** where the constant \(K\) is related to the spatial curvature and \(\Lambda\) is the cosmological constant. The trace of the Einstein equation gives
\[
\frac{\ddot{a}}{a} = -\frac{1}{6M_p^2} \left( \rho c^2 + 3p \right) + \frac{\Lambda c^2}{3}, \tag{1.17}\]
which tells us about the acceleration of the expansion. Those equations describe the dynamics of the homogeneous Universe.

By substituting equation (1.17) into equation (1.16) after differentiating with respect to the cosmic time, we obtain
\[
\dot{\rho} = -3H \left( \rho + \frac{P}{c^2} \right), \tag{1.18}\]
which is called the continuity equation. The cosmological constant term could
play an important role in explaining the accelerating expansion of the current
Universe which is discovered with the observations of the type Ia supernovae. If
we consider ordinary matter such as radiation whose equation of state is \( p = \rho c^2 / 3 \)
or non-relativistic matter whose equation of state is \( p = 0 \), the first two terms in
the left-hand side of equation (1.17) are always negative. Therefore, we cannot
explain why the acceleration \( \ddot{a} \) can be positive without the cosmological constant
term in General Relativity.

1.1.2 Success of the Big Bang scenario

The Big Bang model explains Hubble’s law as in subsection 1.1.1. However, the
biggest success of the Big Bang model is the prediction of the abundance of light
elements in the early Universe.

The most dominant chemical element in the Universe is hydrogen which con-
stitutes about 75 % of all baryonic matter. The second most dominant chemical
element is helium which makes up about 25 % of all baryonic matter. All the
other chemical elements have only small abundances. If we assume that the large
amount of \(^4\text{He}\) in the Universe had been produced in stars, we have a problem
with observation as follows. The binding energy of \(^4\text{He}\) is 28.3 MeV. There-
fore, when one nucleus of \(^4\text{He}\) is formed, the energy released per one baryon is
28.3/4 \( \sim 7.1 \) Mev \( \sim 1.1 \times 10^{-5} \) erg. If we assume that all the helium nuclei in
the Universe were formed in the last 10 billion years, which is \( 3.2 \times 10^{17} \) s, the
luminosity to mass ratio can be estimated roughly as

\[
\frac{L}{M_{\text{bar}}} \sim \frac{1}{4} \left( 1.7 \times 10^{-24} \text{g} \right) \times \left( 1.1 \times 10^{-5} \text{erg} \right) \times \left( 3.2 \times 10^{17} \text{s} \right) \sim 5 \text{erg g}^{-1} \text{s}^{-1} \sim 2.5 \frac{L_\odot}{M_\odot},
\]

(1.19)

where \( M_\odot \) is the solar mass, \( L_\odot \) is the solar luminosity and \( M_{\text{bar}} \) is the average
baryon mass in the nucleus which is about one quarter of the mass of the helium
nucleus. However the observed value is \( L/M_{\text{bar}} \leq 0.05L_\odot/M_\odot \). This means that
less than 2 % of \(^4\text{He}\) could be fused in stars if the luminosity of baryons observed
on the earth was not much larger in the past than at present.

The plausible explanation of the helium abundance which the Big Bang sce-
nario provides is that it was produced in the very early stage of the Universe.
According to the Big Bang scenario, as we go back in time, the temperature of
the Universe goes up. In the very early stage of the Universe, the kinetic energy
of the elementary particles was much higher than the binding energy of any kind
of nucleus. Then, the helium nuclei were formed rapidly when the temperature drops well below the binding energy of helium which is about 28 MeV. Actually, primordial **nucleosynthesis** occurred at the temperature \( \sim 0.1 \text{ MeV} \) which is a few minutes after the Big Bang.

The abundances of the light elements produced in the nucleosynthesis are determined by the **Boltzmann equations** which govern the evolution of the distribution of the relativistic particles in phase space [7]. To obtain accurate results, we need to use the numerical integration. However, analytic estimates exist [5] and it agrees well with the numerical results for the \(^4\text{He} \) abundance. We show the analytic estimates briefly below.

As the temperature drops below a few hundred MeV, the quarks and gluons are confined and form baryons and mesons. Baryons are made of three quarks while the mesons are made of one quark and one anti-quark. Below 100 MeV, the Universe is filled with the primordial radiation (\( \gamma \)), neutrons (\( n \)), protons (\( p \)), electrons (\( e^- \)), positrons (\( e^+ \)) and three neutrino species. Mesons, heavy baryons, \( \mu^- \) and \( \tau^- \) leptons are also present, but they become negligible compared to those abundant light particles as they get non-relativistic.

When the temperature falls below 1 MeV, neutrinos decouple because weak interactions which keep neutrinos in thermal contact with each other and with the other particles become inefficient. Also, weak interactions maintain the chemical equilibrium between protons and neutrons as

\[
 n + \nu \rightleftharpoons p + e^-, \quad n + e^+ \rightleftharpoons p + \bar{\nu},
\]

where \( \nu \) refers to the electron neutrino. Because weak interactions become inefficient, the neutron to proton ratio freezes out except for the neutron decay. Detailed calculation using the cross-section derived by Fermi theory can be found in [5]. The relative concentration of neutrons is

\[
 X_n = \frac{n_n}{n_n + n_p},
\]

where \( n_n \) and \( n_p \) are the number densities of neutrons and protons respectively. The freeze-out concentration is derived as

\[
 X_n^* \simeq 0.158 + 0.005 \left( N_\nu - 3 \right),
\]
where \( N_\nu \) is the number of light neutrino species. Therefore, the neutron concentration after freeze-out reads

\[
X_n = X_n^* \exp \left( -\frac{t}{\tau_n} \right),
\]

(1.23)

where the lifetime of a free neutron before the neutron decay

\[
n \rightarrow p + e^- + \bar{\nu},
\]

(1.24)

is \( \tau_n \approx 886 \text{[s]} \). Helium-4 could be built directly in a four-body collision

\[
p + p + n + n \rightarrow ^4\text{He}.
\]

(1.25)

However, the number densities of protons and neutrons during the period are too low to have such collisions sufficiently. Therefore, light complex nuclei are produced through a sequence of two-body reactions. The first step is the deuterium production as

\[
p + n \rightleftharpoons D + \gamma,
\]

(1.26)

where D is the deuterium. In order to produce heavier elements from the deuterium such as \(^4\text{He}\), there needs to be sufficiently dense deuterium concentration. Actually, \(^4\text{He}\) is not produced until the temperature becomes around 0.08 MeV even though the binding energy of \(^4\text{He}\) is 28.3 MeV. This is because of a “deuterium bottleneck”, whereby the low abundance of deuterium suppresses the production of heavier elements. After the deuterium abundance rises, two-body reactions

\[
D + D \rightarrow ^3\text{He} + n, \quad D + D \rightarrow T + n,
\]

(1.27)

become efficient where T is tritium. Then, tritium combines with deuterium to produce \(^4\text{He}\) as

\[
T D \rightarrow ^4\text{He} + n.
\]

(1.28)

Even though \(^3\text{He}\) can have both the reactions

\[
^3\text{He} n \rightarrow T p,
\]

(1.29)

and

\[
^3\text{He} D \rightarrow ^4\text{He} p,
\]

(1.30)
the reaction (1.29) is more efficient than the reaction (1.30). Also, the binding energy of $^4\text{He}$ (28.3 MeV) is four times as large as the binding energies of the intermediate elements $^3\text{He}$ (7.72 MeV) and $^3\text{T}$ (6.92 MeV). Therefore, almost all the neutrons are fused into $^4\text{He}$ through the reaction chain $np \rightarrow D \rightarrow T \rightarrow ^4\text{He}$ and $np \rightarrow D \rightarrow ^3\text{He} \rightarrow T \rightarrow ^4\text{He}$. Therefore, the abundance of $^4\text{He}$ is determined by the abundance of the available free neutrons at this time. The temperature at this time is

$$T_{\text{MeV}} \simeq 0.07 (1 + 0.03 \ln \eta_{10}),$$

(1.31)

where $\eta_{10}$ is the baryon to photon ratio which is defined as

$$\eta_{10} \equiv 10^{10} \times \frac{n_N}{n_{\gamma}},$$

(1.32)

where $n_N$ and $n_{\gamma}$ denote the number densities of the neutrons and photons respectively. The Cosmic Microwave Background (CMB) observations give us the value of the baryon to photon ratio. For example, we have $6.2 < \eta_{10} < 6.9$ at 68% confidence level in [8]. In the early Universe, the main contribution to the energy density comes from relativistic particles. If we neglect the chemical potentials of the particles, the energy density $\tilde{\epsilon}_r$ is

$$\tilde{\epsilon}_r = \kappa T^4,$$

(1.33)

where

$$\kappa \simeq 1.11 + 0.15 (N_\nu - 3),$$

(1.34)

after the electron-positron annihilation. From equations (1.16) and (1.33), it is shown that the temperature is given by equation (1.31) at the time

$$t_{\text{sec}} \simeq 269 (1 - 0.07 (N_\nu - 3) - 0.06 \ln \eta_{10}).$$

(1.35)

Note that we used $H = 1/2t$ in the radiation domination. Because half of the total mass of $^4\text{He}$ is due to protons, its final abundance by mass is

$$X_{4\text{He}} = 2X_n = 2X_n^* \exp \left( -t_{\text{sec}}/\tau_n \right).$$

(1.36)

Substituting equations (1.22) and (1.35) into equation (1.36), we obtain

$$X_{4\text{He}} \simeq 0.23 + 0.012 (N_\nu - 3) + 0.005 \ln \eta_{10}.$$

(1.37)
If we take into account the presence of an additional massless neutrino, the final abundance increases by about 1.2%. Also, if we substitute $\eta_{10} = 6.5$ into equation (1.37) for example, we obtain $X_{\text{He}} \simeq 0.25$. We can see that this actually agrees well with what we observe. This also agrees well with the numerical results. The abundances of other light elements can be also theoretically predicted and they are in very good agreement with the observed element abundances.

### 1.1.3 Horizon Problem

Even though the Big Bang scenario is successful explaining the expansion of the Universe and the abundance of the light elements, it has some problems as well. The first problem is called the **horizon problem**. Observations of the CMB give us the information about the radiation energy density distribution of the early Universe at the redshift $z \sim 1100$. It is well known that it is almost homogeneous with small fluctuations in all areas of the sky. This fact cannot be explained by the standard Big Bang scenario as shown below. With a change of variables, the FRW metric (1.4) can be rewritten as

$$ds^2 = -dt^2 + a(t)^2 \left[ d\chi^2 + f(\chi)^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right) \right], \quad (1.38)$$

where

$$f(\chi) = \begin{cases} 
K^{-1/2} \sin(K^{1/2} \chi) & (K > 0) \\
\chi & (K = 0) \\
|K| \sinh(|K| \chi) & (K < 0)
\end{cases} \quad (1.39)$$

We can obtain the distance which light has travelled in the radial direction since the decoupling as

$$\chi_0 (t) = \int_{t_d}^t \frac{dt'}{a(t')}, \quad (1.40)$$

where $t$ is the age of the Universe and $t_d$ is the age of the Universe at the decoupling. Decoupling is the event at which the Universe became electrically neutral and light could travel freely without being compton scattered with the electrically charged particles since then. $l_o (t) = a(t) \chi_0 (t)$ is called the **optical horizon** because we cannot observe anything at a distance greater than that. The distance that a photon could have traveled at $t$ since the Universe began at $a = 0$ is called...
the particle horizon, which can be defined as

$$l_p(t) = a(t)\chi_p(t),$$  \hspace{1cm} (1.41)$$

where the comoving distance $\chi_p$ can be written

$$\chi_p(t) = \int_0^t \frac{dt'}{a(t')}.$$  \hspace{1cm} (1.42)$$

As stated above, when the decoupling happened at the temperature 3000 K, photons start to travel freely. Because we can derive the relation between the redshift and the temperature of radiation $T$ as

$$\frac{a_0}{a} = 1 + z \propto T,$$  \hspace{1cm} (1.43)$$

where $a_0$ is the scale factor at present and the redshift $z$ is defined by

$$z = \frac{\lambda_r - \lambda_e}{\lambda_e},$$  \hspace{1cm} (1.44)$$

where $\lambda_r$ and $\lambda_e$ are the wavelengths of light at the points of observation and emission respectively, we can obtain the redshift at the decoupling from equation (1.43) as

$$z_d \simeq 1050,$$  \hspace{1cm} (1.45)$$

with the temperature of radiation $T \simeq 2.73K$ in the present Universe whose redshift is $z = 1$. If we assume the radiation domination, the scale factor grows as

$$a(t) = \left(\frac{t}{t_e}\right)^{1/2},$$  \hspace{1cm} (1.46)$$

where we define $t_e$ to be the time at the matter radiation equality. In the matter domination, the scale factor reads

$$a(t) = \left(\frac{t}{t_e}\right)^{2/3}.$$  \hspace{1cm} (1.47)$$
Using equations (1.42), (1.46) and (1.47), we obtain the particle horizon at the decoupling as

\[
\chi_p(t_d) = \int_0^{t_e} \frac{dt'}{a(t')} + \int_{t_e}^{t_d} \frac{dt'}{a(t')}
= 2t_e \left[ \left( \frac{t}{t_e} \right)^{1/2} \right]_{0}^{t_e} + 3t_e \left[ \left( \frac{t}{t_e} \right)^{1/3} \right]_{t_e}^{t_d}
= 2t_e + 3t_e \left\{ \left( \frac{a_d}{a_e} \right)^{1/2} - 1 \right\}
= t_e \left( 3 \sqrt{1 + z_e} - 1 \right),
\]

where we used the relation (1.43). Note that we assumed that the transition from the radiation domination to the matter domination occurs instantaneously at \(t_e\) (at the redshift \(z_e\)) which is earlier than the decoupling time \(t_d\). Then, the optical horizon at the present Universe can be derived using equations (1.40) and (1.47) as

\[
\chi_o(t_0) = \int_{t_d}^{t_0} \frac{dt'}{a(t')}
= 3t_e \left\{ \left( \frac{t_0}{t_e} \right)^{1/3} - \left( \frac{t_d}{t_e} \right)^{1/3} \right\}
= 3t_e \left\{ \left( \frac{a_0}{a_e} \right)^{1/2} - \left( \frac{a_d}{a_e} \right)^{1/2} \right\}
= 3t_e \left( \sqrt{1 + z_e} - \sqrt{\frac{1 + z_e}{1 + z_d}} \right).
\]

We used the relation (1.43) again to convert the scale factors into the redshift parameters. Then, the ratio of the present optical horizon to the particle horizon at the decoupling is

\[
\frac{\chi_o(t_0)}{\chi_p(t_d)} = \frac{3t_e \left( \sqrt{1 + z_e} - \sqrt{\frac{1 + z_e}{1 + z_d}} \right)}{t_e \left( 3 \sqrt{1 + z_e} - 1 \right) / \left( 3 \sqrt{1 + z_e} - \sqrt{1 + z_d} \right)}
= \frac{3 \left( \sqrt{(1 + z_e)(1 + z_d)} - \sqrt{1 + z_e} \right)}{3 \sqrt{1 + z_e} - \sqrt{1 + z_d}}
\sim 40,
\]

(1.50)
where we used equation (1.45) and \( z_e \simeq 3300 \). This means that the observable area of the CMB today is much larger than the area of causality at the decoupling. Because nothing can propagate outside the particle horizon, it means that the Universe was homogeneous and isotropic in a large area which consisted of many areas that could not have interacted with each other at the time of decoupling. This cannot be explained only by the standard Big Band theory.

### 1.1.4 Flatness problem

We can rewrite the Friedmann equation (1.16) as

\[
\left| \frac{K}{a^2 H^2} \right| = \left| \Omega_{\text{tot}} - 1 \right|,
\]

(1.51)

where \( \Omega_{\text{tot}} \) is

\[
\Omega_{\text{tot}} = \Omega + \Omega_\Lambda
= \frac{\rho}{3H^2} + \frac{\Lambda}{3H^2}.
\]

(1.52)

In equation (1.51), \( |K/a^2 H^2| \) can be rewritten as \( |K/\dot{a}^2| \). Therefore, in the matter domination, equation (1.51) can be rewritten as

\[
|\Omega_{\text{tot}} - 1| \propto |Kt^{2/3}|,
\]

(1.53)

from equation (1.47) and it can be rewritten in the radiation domination as

\[
|\Omega_{\text{tot}} - 1| \propto |Kt|,
\]

(1.54)

from equation (1.46). Those equations mean that \( |\Omega_{\text{tot}} - 1| \) is an increasing function of time in both the matter and radiation domination. Therefore, as we go backwards in time, the right hand side of equation (1.51) keeps decreasing. Because the current observations suggest that \( |\Omega_{\text{tot}} - 1| \) is within a few percent of unity \([9]\), it must be even smaller in the past. We require \( |\Omega_{\text{tot}} - 1| < \mathcal{O}(10^{-16}) \) at the nucleosynthesis and \( |\Omega_{\text{tot}} - 1| < \mathcal{O}(10^{-64}) \) at the Planck epoch \([10]\). This implies that the initial conditions must have been chosen accurately in order to have our current nearly flat Universe today. This also cannot be explained by the standard Big Bang model. This is the second problem of the standard Big Bang
1.1.5 Relic problem

According to the standard particle physics, the physical laws were simpler in the early Universe before the gauge symmetries were broken. When such symmetries are broken, many unwanted relics such as monopoles, cosmic strings, and other topological defects are produced [10]. Some of those particles behave as matter and hence their energy densities decrease as

$$\rho_m = \frac{\rho_{im}}{a^3}, \quad (1.55)$$

where the energy density of radiation decreases as

$$\rho_r = \frac{\rho_{ir}}{a^4}, \quad (1.56)$$

with constants $\rho_{im}$ and $\rho_{ir}$ which are initial energy densities. Therefore, the energy densities of such heavy particles decrease more slowly than those of radiation. It means that they are likely to be dominant in the present Universe. It would contradict a variety of observations such as those of the light element abundances. This problem is the third problem of the standard Big Bang scenario which is called the relic problem.

1.2 Inflation

As explained in section [11] the standard Big Bang scenario has several problems which cannot be solved by itself. However, those problems can be evaded if we assume that the Universe expanded exponentially in the very early stage after the Big Bang. Such expansion is called “inflation”. In this section, the idea of inflation is first introduced explaining how such an expansion solves the horizon problem. Then, as an example, single field slow-roll inflation is introduced and we see how inflation solves other problems as well.

1.2.1 Idea of inflation

Among the three problems of the standard Big Bang scenario, let us think about the horizon problem first. As equation (1.50) shows, the particle horizon at the
decoupling is much smaller than the present optical horizon if we assume that the Universe has been dominated only by the ordinary matter such as radiation and matter whose scale factors behave as in equations (1.46) and (1.47). However, if the Universe expanded exponentially as

\[ a(t) = C \exp \left( D^{-1} t \right), \quad (1.57) \]

in the first \( t_i \) seconds with the constants \( C \) and \( D \), the particle horizon at the decoupling is

\[
\chi_p(t_d) = \int_0^{t_i} \frac{dt'}{a(t')} + \int_{t_i}^{t_e} \frac{dt'}{a(t')} + \int_{t_e}^{t_d} \frac{dt'}{a(t')} \\
= -C^{-1}D \left[ \exp \left( -D^{-1} t_i \right) \right]_0^{t_i} + 2t_e \left( \frac{t}{t_e} \right)^{1/2} \left[ \frac{1}{t_i} \right]_i^{t_e} + 3t_e \left( \frac{t}{t_e} \right)^{1/3} \left[ \frac{1}{t_i} \right]_i^{t_e} \\
= C^{-1}D \left\{ 1 - \exp \left( -D^{-1} t_i \right) \right\} + 2t_e \left\{ 1 - \frac{a_i}{a_e} \right\} + 3t_e \left( \frac{a_d}{a_e} \right)^{1/2} - 1 \}

\[
= C^{-1}D \left\{ 1 - \exp \left( -D^{-1} t_i \right) \right\} + t_e \left( 3 \sqrt{\frac{1 + z_e}{1 + z_d}} - 1 - 2 \frac{T_e}{T_i} \right), \quad (1.58)
\]

where \( t_i \) is the time at the end of inflation in which the Universe expands with the scale factor (1.57), \( z_i \) is the redshift at \( t_i \) and \( T_i \) and \( T_e \) are the temperatures of the Universe at \( t_i \) and \( t_e \) respectively. We obtain

\[
C = \sqrt{\frac{t_i}{t_e}} \exp \left( -D^{-1} t_i \right), \quad (1.59)
\]

by assuming the scale factor (1.46) is equal to the scale factor (1.57) at \( t = t_i \). Then, we have

\[
C^{-1}D \left\{ 1 - \exp \left( -D^{-1} t_i \right) \right\} = \sqrt{\frac{t_i}{t_e}} \exp \left( D^{-1} t_i \right) D \left\{ 1 - \exp \left( -D^{-1} t_i \right) \right\} \\
= \frac{t_e}{D^{-1} t_i} \sqrt{\frac{t_i}{t_e}} \{ \exp \left( D^{-1} t_i \right) - 1 \}. \quad (1.60)
\]

If we assume \( \exp \left( D^{-1} t_i \right) = \exp \left( 60 \right) \) and use

\[
\sqrt{\frac{t_i}{t_e}} = \frac{a_i}{a_e} = \frac{T_e}{T_i}, \quad (1.61)
\]
during the radiation domination, with equations (1.58) and (1.60), we have
\[
\chi_p(t_d) = \frac{t_e}{60} \frac{T_e}{T_i} \{\exp(D^{-1}t_i) - 1\} + t_e \left(3\sqrt{\frac{1 + z_e}{1 + z_d}} - 1 - 2 \frac{T_e}{T_i}\right)
\approx \frac{t_e}{60} \frac{1\,[eV]}{10^{21}[eV]} \{\exp 60 - 1\} + t_e \left(3\sqrt{\frac{1 + 3300}{1 + 1050}} - 1 - 2 \frac{1\,[eV]}{10^{21}[eV]}\right)
\approx 1900t_e,
\]
where we assumed \(T_e = 1\,[eV]\) and \(T_i = 10^{12}\,[GeV]\). Using this result, equation (1.50) is no longer correct and we have
\[
\frac{\chi_o(t_0)}{\chi_p(t_d)} \approx \frac{3t_e}{1900t_e} \left(\sqrt{1 + z_e} - \sqrt{1 + z_d}\right)
\approx 3t_e \left(\sqrt{1 + 3300} - \sqrt{1 + 1050}\right)
\approx 8.79 \times 10^{-2}.
\]  
We can see that we no longer have the horizon problem because the radius of the optical horizon today is only around 8 percent of the radius of the particle horizon at the decoupling. Though this percentage changes depending on the parameters such as the temperature of the Universe at the end of inflation \(t_i\) as we can see above, this means that inflation can solve the horizon problem. In subsection 1.2.2, we see that inflation also solves the other two problems of the standard Big Bang scenario.

### 1.2.2 Slow-roll inflation

How can we have such an expansion? The standard way is to assume that the energy density of the Universe was dominated by the scalar field called inflaton. Though we do not know what inflaton is, the experiments at the Large Hadron collider (LHC) in Switzerland strongly suggest the existence of the Higgs boson which constitutes a scalar field (see [11] for details). Also, there are possibilities that the super symmetric (SUSY) scalar particles will be found in future experiments. Below, we see the most standard and simple example of inflation.
From equation (1.17), we need

$$\rho + 3P < 0,$$

(1.64)

in order to make the expansion accelerating ($\ddot{a} > 0$) if we set $\Lambda = 0$. The reason for ignoring the cosmological constant is because the Universe would be dominated completely by the cosmological constant and different from our Universe which we observe today if it had dominated the Universe at the beginning because the energy density of the cosmological constant is constant while the energy density of radiation and that of matter decrease as in equations (1.55) and (1.56).

As a field which satisfies the condition (1.64), let us consider a minimally-coupled scalar field for inflaton whose Lagrangian is given by

$$L = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - V(\phi)$$

$$= \frac{1}{2} \dot{\phi}^2 - V(\phi),$$

(1.65)

where we assume the spatial homogeneity of the Universe with the metric (1.4) where $K = 0$. The energy-momentum tensor for inflaton is given by

$$T^\mu_{\nu} = g^{\rho \rho} \partial_\rho \phi \partial_\nu \phi + L \delta^\mu_{\nu}.$$  

(1.66)

If we assume that the Universe is homogeneous and isotropic, the inflaton field can be regarded as perfect fluid whose energy-momentum tensor can be described as: $\rho = -T^0_0$ and $T^i_i = P \delta^i_i$ where $i = 1, 2, 3$. Because we are considering the Robertson-Walker metric, we can obtain $\rho$ and $P$ from equations (1.65) and (1.66) as

$$\rho_\phi = \frac{1}{2} \dot{\phi}^2 + V(\phi),$$

(1.67)

$$P_\phi = \frac{1}{2} \dot{\phi}^2 - V(\phi).$$

(1.68)

By substituting $\rho$ and $P$ obtained above into equation (1.18), we can obtain

$$\ddot{\phi} + 3H \dot{\phi} + V'(\phi) = 0,$$

(1.69)

where $' \equiv d/d\phi$. Because $P_\phi$ can be rewritten as $P_\phi = -\rho_\phi + \dot{\phi}^2$, $\dot{\phi}^2$ must be small compared to $V(\phi)$ in order to satisfy the condition (1.64) for the accelerating
expansion. If we assume that
\[ \dot{\phi}^2 \ll V(\phi), \]  \tag{1.70}
and
\[ |\ddot{\phi}| \ll |V'(\phi)|, \]  \tag{1.71}
we can obtain \( \rho \sim -P \) from equation (1.67) and equation (1.68). Therefore, inflaton satisfies the condition (1.64) and the expansion of the Universe becomes accelerating. Those assumptions are called the slow-roll conditions. If we introduce \[ \tilde{\epsilon} = \frac{M_P^2}{2} \left( \frac{V''(\phi)}{V(\phi)} \right)^2, \]  \tag{1.72}
\[ \tilde{\eta} = M_P^2 \frac{V''(\phi)}{V(\phi)}, \]  \tag{1.73}
which are called the slow-roll parameters, where \( M_P^2 = (\hbar c/G) \) is the four dimensional Planck mass, slow-roll conditions can be written as
\[ \tilde{\epsilon} \ll 1, \]  \tag{1.74}
\[ |\tilde{\eta}| \ll 1. \]  \tag{1.75}
From equation (1.18), the energy density is almost constant because we have \( \rho \sim -P \). Then, from the Friedmann equation (1.16), the Hubble parameter \( H \) is almost constant. Because \( H \equiv \dot{a}/a \), we have
\[ a(t) = C \exp (Ht), \]  \tag{1.76}
where \( C \) is constant. We can see that the scale factor (1.76) is exactly the scale factor (1.57) which we need to solve the horizon problem as we saw above. Actually, with inflation, we can also solve other problems which are discussed in section 1.1. During inflation, equation (1.51) can be rewritten as
\[ |\Omega_{\text{tot}} - 1| \propto \left| \frac{K}{\exp (2Ht)} \right|, \]  \tag{1.77}
from equation (1.76). Because this means that \( |\Omega_{\text{tot}} - 1| \) decreases exponentially during inflation, it naturally explains why this quantity is extremely small at the beginning of the radiation domination as shown in subsection 1.1.4. Also, such exponential expansion of the Universe dilutes the density of the relic particles...
quickly. Therefore, the theory no longer predicts that the present Universe is dominated by such undesirable particles. In this way, inflation solves all three problems of the standard Big Bang scenario.

After inflation ends, the energy of inflaton is converted into the energy of other elementary particles which our Universe is made of finally. This process is called the **reheating**. Reheating is essential because our Universe is obviously not made of inflaton currently. The regime of parametric resonance in which such elementary particles are produced from inflaton is called the **preheating**. I do not explain about the reheating in detail in this thesis because it is not directly related to the main topic.

### 1.2.3 CMB observables

Observations have shown that the CMB is almost uniform, with small perturbations, $\Delta T$, present across the whole sky. The average temperature is 2.725 K and the amplitude of the fluctuations is given by

$$\Delta T \sim 10^{-5}. \quad (1.78)$$

Those fluctuations are observed as the CMB temperature anisotropies in the observations. Inflation can naturally explain such fluctuations. Firstly, the co-moving curvature perturbation $R$ which will be introduced in subsection 2.2.1 is related to the quantum fluctuation of inflaton $\delta \phi$. In the canonical slow-roll inflation case, the relation is given by

$$R = H \frac{\delta \phi}{\dot{\phi}}, \quad (1.79)$$

where $H$ is the Hubble parameter and $\dot{\phi}$ is the homogeneous part of the scalar field. Secondly, the curvature perturbation is related to the temperature fluctuations of the CMB by the relation given in $[12]$

$$\frac{\Delta T}{T} = \frac{1}{5} R_{ls}, \quad (1.80)$$

where the subscript $ls$ denotes quantities at the last scattering when photons started to travel freely without Thompson scattered because almost all the charged particles have combined into atoms. Note that the **Sachs-Wolfe effect** $[1.80]$
holds as long as we assume that the Universe has been matter-dominated from the last scattering to the present. This effect comes from the redshift at the last scattering surface and the fluctuations of the photon energy density on the last scattering surface causes the fluctuations of the CMB temperature through this effect [7]. If we take into account the fact that the Universe has not been always matter-dominated from the last scattering to the present, we have an additional integrated effect which is acquired on the journey of photons from the last scattering surface to us, which is called the Integrated Sachs-Wolfe effect.

With equations (1.79) and (1.80), we see that the quantum fluctuations of inflaton naturally produce the CMB temperature anisotropies. Therefore, the CMB observations strongly support inflationary models. At the same time, we can put constraints on the inflationary models with the statistical properties of the CMB temperature anisotropies. Below, let us introduce the correlation functions which are used to quantify the statistical properties of them following [7]. Let us introduce a random field \( g(x) \). This is a set of functions \( g_n(x) \) each coming with a probability \( P_n \). The set of functions is called the ensemble while each individual function is called a realisation of the ensemble. The two-point function is defined as

\[
\langle g(x) g(x') \rangle = \sum_n P_n g_n(x) g_n(x'),
\]

and the N-point functions are defined similarly. The random field is usually statistically homogeneous and isotropic. This means that the probabilities attached to the realisations are invariant under translations and rotations. The translational invariance which is called the ergodic property implies that the ensemble average \( \langle g(x) g(x') \rangle \) is equivalent to a spatial average at fixed \( x' - x \) for a single realisation. The rotational invariance allows us to replace the ensemble average by an average with respect to the direction of the patch of the sky that we observe for a single realisation. With those statistical properties, we can observe the correlation functions of the CMB temperature anisotropies which are translated into the correlation functions of the curvature perturbation with equation (1.80). The correlation functions of the curvature perturbation are obtained with equation (1.79) because we obtain the correlation functions of the scalar fields as the vacuum expectation values of them as we will study in detail in section 2.2. If we assume that \( g(x) \) is a Gaussian random field, its Fourier coefficients have
no correlation except for the reality condition that is given by

\[ \langle g(k) g(k') \rangle = (2\pi)^3 \delta^{(3)}(k + k') \frac{2\pi^2}{k^3} P_g, \quad (1.82) \]

where \( P_g \) is the power spectrum of the random field \( g(x) \). For a Gaussian random field, N-point functions vanish when \( N \) is an odd number as

\[ \langle g(k) \rangle = 0, \]
\[ \langle g(k_1) g(k_2) g(k_3) \rangle = 0, \quad (1.83) \]
\[ \vdots \]

When \( N \) is an even number, N-point functions can be expressed in terms of the power spectra as

\[ \langle g(k_1) g(k_2) g(k_3) g(k_4) \rangle = (2\pi)^6 \delta^{(3)}(k_1 + k_2) \delta^{(3)}(k_3 + k_4) P_g(k_1) P_g(k_3) + \text{two cyclic terms}, \quad (1.84) \]

and similar expressions hold for higher correlation functions. This is called Wick’s theorem.

In the canonical slow-roll inflation models introduced in this section, by solving equation of motion for the linear perturbation, the power spectrum of the curvature perturbation is obtained as

\[ P_R = \left( \frac{H \dot{\phi}}{\phi} \right)^2 \left( \frac{H}{2\pi} \right)^2 \bigg|_* = \frac{H^2}{8\pi^2 M_p^2 \epsilon} \bigg|_* , \quad (1.85) \]

where we have used the equations \( 3H^2 M_p^2 = V \) and \( 3H \dot{\phi} = -V' \) that are obtained from the Friedmann equation (1.16) and equation (1.69) respectively in the slow-roll limit. Note that the subscript * indicates that the corresponding quantity is evaluated at horizon crossing \( k = aH \). The spectral index for the curvature perturbation is defined as

\[ n_s - 1 = \frac{d \ln P_R}{d \ln k}, \quad (1.86) \]

which is equivalent to \( P_R \propto k^{n_s-1} \). The spectral index quantifies how the power spectrum depends on the wave number \( k \) as we see in equation (1.86). The curvature perturbation is constant on super-horizon scales \[ 13 \] in a single field case and its power spectrum is evaluated when \( k = aH \). We have \( d \ln k = H^* dt^* \)
taking into account the slow-roll approximation under which the rate of change of $H$ is negligible. From equation (1.69) in the slow-roll limit, we have $dt = -(3H/V) d\phi$, and we find

$$\frac{d}{d \ln k} = -M_P^2 \frac{V'}{V} \frac{d}{d\phi}.$$  \hspace{1cm} (1.87)

The derivative of $\tilde{\epsilon}$ is given by

$$\frac{d\tilde{\epsilon}}{d \ln k} = 2\tilde{\epsilon}^* \tilde{\eta}^* - 4\tilde{\epsilon}^* \tilde{\eta}^* \tilde{\epsilon}^*,$$  \hspace{1cm} (1.88)

from equations (1.72) and (1.87). Using equations (1.85), (1.86) and (1.88), we find \[12\]

$$n_s - 1 = -6\tilde{\epsilon}^* + 2\tilde{\eta}^*.$$  \hspace{1cm} (1.89)

As we will see in section 2.1, there is also a tensorial metric perturbation. This represents gravitational waves. The power spectrum of the tensor perturbation is given by

$$P_T = \frac{8}{M_P^2} \left( \frac{H}{2\pi} \right)^2 \bigg|_{^*},$$  \hspace{1cm} (1.90)

and the spectral index for the tensor perturbation is given by

$$n_T = \frac{d \ln P_T}{d \ln k} = -2\tilde{\epsilon}^*.$$  \hspace{1cm} (1.91)

The tensor-to-scalar ratio is defined as

$$r = \frac{P_T}{P_R} = 16\tilde{\epsilon}^* = -8n_T.$$  \hspace{1cm} (1.92)

Finally, let us introduce the \textbf{non-Gaussianities} of the curvature perturbation. As in equation (1.83), the three-point function vanishes if the curvature perturbation obeys the Gaussian statistics. However, in the non-Gaussian case, it becomes

$$\langle R(k_1)R(k_2)R(k_3) \rangle = (2\pi)^3 \delta^{(3)}(k_1 + k_2 + k_3) B(k_1, k_2, k_3),$$  \hspace{1cm} (1.93)

where $B(k_1, k_2, k_3)$ is called the \textbf{bispectrum}. The delta function corresponds to the invariance under translations while the fact that the bispectrum depends only on the lengths of the three sides of the triangles formed by the wave vectors.
corresponds to the invariance under rotations \([7]\). As we see in chapter \([2]\), we can define different kinds of non-Gaussianities depending on what shape of the triangle formed by the wave vectors the bispectrum has the peak. \(f^{\text{equil}}_{\text{NL}}\) is the amplitude of the bispectrum that has its peak when the wave vectors form an equilateral triangle \((k_1 = k_2 = k_3)\) while \(f^{\text{local}}_{\text{NL}}\) is the amplitude of the bispectrum that has its peak when the wave vectors form a squeezed triangle \((k_i \to 0\) and the other two \(k\)’s have the same amplitude and the opposite directions because of the momentum conservation which comes from the delta function). In the canonical single field slow-roll inflation models, both \(f^{\text{equil}}_{\text{NL}}\) and \(f^{\text{local}}_{\text{NL}}\) are of the same order as the slow-roll parameters. According to the Planck satellite observations, the power spectrum of the curvature perturbation is given by \([9]\)

\[
P_R = (2.23 \pm 0.16) \times 10^{-9},
\]

at the 68 % confidence level (CL). Also, the spectral index for the curvature perturbation and the tensor-to-scalar ratio are given by \([14]\)

\[
n_s = 0.9603 \pm 0.0073, \quad r < 0.12,
\]

at the 68 % CL. Because this means \(n_s - 1 \sim 0.04\), we see that the prediction of the canonical slow-roll inflation \([1.89]\) is compatible with the observation because the slow-roll parameters are much smaller than unity. For the same reason, the observed value for \(r\) supports the prediction \([1.92]\).

With the observational results \([1.95]\), we can distinguish different inflation models as in figure \([1.4]\). Though we don’t go into detail about the models in figure \([1.4]\) we see that the \(R^2\) inflation model \([15]\) is compatible with the observed values of \(n_s\) and \(r\) within the 68 % CL region while the canonical single field slow-roll inflation with a potential \(V \propto \phi^3\) is excluded at 95 % CL if we require the number of e-folds to be from 50 to 60 because we need a sufficient number of e-folds to solve the horizon problem as we saw in subsection \([1.2.1]\). The non-Gaussianity parameters observed by the Planck satellite are given by \([16]\)

\[
f^{\text{equil}}_{\text{NL}} = -42 \pm 75,
\]
and

\[ f_{NL}^{\text{local}} = 2.7 \pm 5.8, \quad (1.97) \]

at the 68 % CL. For both of the non-Gaussianity parameters, \( f_{NL} = 0 \) is compatible with the observation. As stated above, the canonical single field slow-roll inflation models predict that both of the non-Gaussianity parameters are of the order of the slow-roll parameters. Therefore, the slow-roll inflation models satisfy the observational constraints on the non-Gaussianity parameters. If we consider a canonical slow-roll inflation model with a potential \( V \propto \phi^2 \), it seems that the model satisfies all the observational constraints shown above (see figure 1.4). However, we do not know what the inflaton is. We need to assume that there is a scalar field with the Lagrangian (1.65) without knowing the physical meaning of the scalar field. In chapter 3, we introduce the **Dirac-Born-Infeld inflation** model that is motivated by string theory. In this model, the scalar fields are the spatial coordinates in the extra dimensions. Because \( f_{NL}^{\text{equil}} \) can take large values uniquely in this model, we can distinguish the DBI inflation models from the
slow-roll inflation models if we observe a large value of $f_{NL}^{\text{equil}}$ in the future experiments. The potentials of the DBI inflation models can be obtained by string theory. In chapter 4, we study about the model with a potential which is obtained by string theoretical analysis.
Chapter 2

Perturbations in general multi-field inflation

As we saw in the previous chapter, the Universe can be approximated well with the homogeneous and isotropic metric (1.4) on large scales. However, as we know, the Universe is not homogeneous and isotropic at all on small scales. Therefore, we need to have small perturbations from the FRW metric. Inflation introduced in the previous chapter naturally generates small fluctuations that become the seeds of the structure of the Universe. In this chapter, we introduce linear perturbation theory for general inflation models. Then the “in-in” formalism is used to calculate the equilateral non-Gaussianity for specific types of single field inflation models. We also study the local type non-Gaussianity in specific single field inflation models. Finally, the delta-N formalism is introduced and used in the calculation of the non-Gaussianities in multi-field inflation models.

2.1 Linear perturbation

Even though we have only studied the canonical single field slow-roll inflation in subsection 1.2.2, let us consider more general multi-field inflation whose action is given by

\[
S = \frac{1}{2} \int d^4x \sqrt{-g} \left[ (^{(4)}R + 2P(X^{IJ}, \phi^I)) \right],
\]

(2.1)
where we set $8\pi G = 1$, $^{(4)}R$ is the four dimensional Ricci curvature, $\phi^I$ are the scalar fields with $I = 1, 2, ..., N$ and

$$X^{IJ} \equiv -\frac{1}{2} \partial_\mu \phi^I \partial^\mu \phi^J.$$ \hfill (2.2)

As in [17], we use the ADM approach as

$$ds^2 = -N^2 dt^2 + h_{ij} (dx^i + N^i dt) (dx^j + N^j dt),$$ \hfill (2.3)

where $N$ is the lapse and $N^i$ is the shift vector. Note that the field space metric $G_{IJ}$ is used to raise or lower the field space indices $I, J, K, ...$. Note also that $G_{IJ}$ evolves with time and hence it is dynamic throughout this thesis. Then, the action (2.1) is rewritten as (see [6] for the derivation)

$$S = \frac{1}{2} \int d^4x \sqrt{-g} \left[ ^{(4)}R + 2P(X^{IJ}, \phi^I) \right]$$
$$= \frac{1}{2} \int dt \int d^3x \sqrt{h} \left[ N^{(3)}R + \frac{1}{N} \left( -E^2 + E_{ij} E^{ij} \right) + 2NP \right],$$ \hfill (2.4)

where $^{(3)}R$ is the Ricci curvature of the spatial metric $h_{ij}$ and $h$ is the determinant of $h_{ij}$ where

$$E_{ij} \equiv \frac{1}{2} \dot{h}_{ij} - D_i N_j,$$ \hfill (2.5)

is proportional to the extrinsic curvature of the spatial slices with the spatial covariant derivatives $D_i$ associated with $h_{ij}$. If we consider the FRW metric with linear perturbations, the metric perturbations are given by

$$N = 1 + \alpha, \ N_i = \partial_i \psi + \bar{N}_i, \ h_{ij} = a^2 (t) \left[ (1 - 2A) \delta_{ij} + \bar{h}_{ij} + \partial_i v_j + t_{ij} \right],$$ \hfill (2.6)

where $\alpha$, $\psi$, $A$ and $\bar{h}$ are scalar perturbations, $\bar{N}_i$ and $v_i$ are vector perturbations and $t_{ij}$ is a tensor perturbation with the Kronecker delta $\delta_{ij}$. Note that $\bar{v}_i$ denotes the spatial covariant derivative with $a^2 \delta_{ij}$. Because the scalar modes of the equations only contain the scalar modes of the original metric perturbations as long as the metric perturbations are contracted with the quantities which come from the background metric or the derivatives (see [18] for details), we can consider the scalar perturbation separately from the vector and the tensor perturbations. When we consider the metric perturbations in general, we have the freedom of changing the coordinate system by an infinitesimal coordinate transformation. A
choice of a particular coordinate system is called a "gauge". We will study about the gauge issue in section 2.2 in detail. Also, we will work in the flat gauge where we set $A = 0$ and $\bar{h} = 0$. Then, we have

$$N = 1 + \alpha, \quad N_i = \partial_i \psi, \quad h_{ij} = a^2(t) \delta_{ij}, \quad \phi^I(t, x) = \bar{\phi}^I(t) + Q^I(t, x),$$  \hspace{1cm} (2.7)

where $Q^I$ are the scalar field perturbations. The momentum constraint which we obtain by varying the action (2.4) with respect to $N_i$ gives

$$\alpha = \frac{1}{2H} P_{<IJ>} \dot{\phi}^I Q^J, \hspace{1cm} (2.8)$$

where

$$P_{<IJ>} \equiv \frac{1}{2} \left( \frac{\partial P}{\partial X^{IJ}} + \frac{\partial P}{\partial X^{JI}} \right) = P_{JI}. \hspace{1cm} (2.9)$$

Also, the Hamiltonian constraint which we obtain by varying the action (2.4) with respect to $\alpha$ gives

$$-2H \left( \frac{\partial^2 \psi}{a^2} \right) = 2J\alpha + B_{IJ} \dot{\phi}^I Q^J + C_I Q^I, \hspace{1cm} (2.10)$$

with

$$J = P_{<IJ>} X^{IJ} - P - 2X^{IJ} X^{KL} P_{<IJ>,<KL>},$$

$$B_{IJ} = P_{<IJ>} + 2X^{KL} P_{<IJ>,<KL>},$$

$$C_I = -P_{,I} + 2P_{<KL>,I} X^{KL}. \hspace{1cm} (2.11)$$

If we expand the action (2.4) up to the second order in the linear perturbations (2.7) and eliminate $\alpha$ using the constraint (2.8), we obtain [19]

$$S_{(2)} = \frac{1}{2} \int dt d^3 x a^3 \left[ (P_{<IJ>} + 2P_{<MJ>,<IK>} X^{MK}) \dot{Q}^I \dot{Q}^J - P_{<IJ>} h^{ij} \partial_i Q^I \partial_j Q^J - M_{KL} Q^K Q^L + 2\Omega_{KI} Q^K \dot{Q}^I \right], \hspace{1cm} (2.12)$$
with the mass matrix

\[ M_{KL} = -P_{KL} + 3X^{MN}P_{<NK>}/P_{<ML>} + \frac{1}{H}P_{<NL>} \phi^N \left[ 2P_{<IJ>,K}X^{IJ} - P_{,K} \right] \]

\[ - \frac{1}{H^2}X^{MN}P_{<NK>}/P_{<ML>} \left[ X^{IJ}P_{<IJ>} + 2P_{<IJ>,<AB>}X^{IJ}X^{AB} \right] \]

\[ - \frac{1}{a^3} \frac{d}{dt} \left( \frac{a^3}{H}P_{<AK>}/P_{<LJ>}X^{AJ} \right), \]

(2.13)

and

\[ \Omega_{KI} = \dot{\phi}^J P_{<IJ>,K} - 2H P_{<LK>}/P_{<MJ>,<NI>}X^{LN}X^{MJ}. \]

(2.14)

Note that terms with \( \psi \) cancel each other and we do not need to use the Hamiltonian constraint (2.10). The equations of motion are obtained by varying the second order action (2.12) with respect to the scalar fields as

\[ K_{IJ} \ddot{Q}^J + \frac{k^2}{a^2} P_{<IJ>}Q^J + \left( \dot{K}_{IJ} + 3HK_{IJ} + \Omega_{IJ} - \Omega_{IJ} \right) \dot{Q}^J \]

\[ + \left( \Omega_{KI} + M_{IK} + 3H\Omega_{KI} \right) Q^K = 0, \]

(2.15)

with the coefficient

\[ K_{IJ} \equiv P_{<IJ>} + 2P_{<MJ>,<IK>}X^{MK}, \]

(2.16)

where \( k \) in equation (2.15) is the angular wave number which is the magnitude of the wave vector \( k \) in the Fourier decomposition given by [17]

\[ Q^I(t,\mathbf{x}) = \frac{1}{(2\pi)^{3/2}} \int d^3k \left\{ \hat{a}^I_k Q^I_k(t) e^{i\mathbf{k} \cdot \mathbf{x}} + \hat{a}^I_k Q^I_k(t) e^{-i\mathbf{k} \cdot \mathbf{x}} \right\}, \]

(2.17)

with the creation operator \( \hat{a}^I_k \) and the annihilation operator \( \hat{a}^I_k \) for the field \( Q^I \) which satisfy the usual commutation relations

\[ \left[ \hat{a}^I_k, \hat{a}^I_{k'} \right] = (2\pi)^3 \delta^{(3)}(\mathbf{k} - \mathbf{k}'), \]

\[ \left[ \hat{a}^I_k, \hat{a}^I_k \right] = \left[ \hat{a}^I_k, \hat{a}^I_{k'} \right] = 0. \]

(2.18)

Note that \( Q^I_k^* \) is the complex conjugate of \( Q^I_k \). The Klein-Gordon equation (2.15) is derived in several ways [20, 21, 22, 23, 24] in order to study the variety of scalar field models [25, 26, 27, 28, 29, 30, 31, 32, 33].
If the matrix $K_{IJ}$ is invertible, the eigenvalues of the matrix $(K^{-1})_{IL}^{IL} P_{KL}$ correspond to the sound speeds as we can see from equation (2.15). In the flat gauge, the gauge invariant quantity which is called the comoving curvature perturbation $\mathcal{R}$ is given by

$$\mathcal{R} = \left( \frac{H}{2P_{<IJ>}X_{IJ}} \right) P_{KL} \dot{\phi}^K Q^L. \tag{2.19}$$

We study about this quantity in section 2.2.

### 2.1.1 k-inflation

In the case of k-inflation, the action is given by

$$S = \frac{1}{2} \int d^4x \sqrt{-g} \left[ (^{(4)}R + 2P(X, \phi^I) \right], \tag{2.20}$$

where $X$ is defined as $X = G_{IJ} X_{IJ}$. Let us introduce the field space decomposition. We define the adiabatic unit vector as

$$e^I_\sigma = \frac{\dot{\phi}^I}{\sqrt{2X}}. \tag{2.21}$$

Below, let us consider two-field cases for simplicity. Then, the entropy unit vector $e^I_s$ which is orthonormal to the adiabatic vector is derived uniquely because of the orthonormality condition $G_{IJ} e^I_\sigma e^J_s = 0$ and $G_{IJ} e^I_s e^J_s = 1$. Let us introduce the canonical perturbation variables

$$v_\sigma = \frac{a\sqrt{P_X}}{c_s} Q_\sigma, \quad v_s = a\sqrt{P_X} Q_s, \tag{2.22}$$

where $P_X$ denotes the derivative of $P$ with respect to $X$ and

$$Q_\sigma \equiv G_{IJ} Q^I e^J_\sigma, \quad Q_s \equiv G_{IJ} Q^I e^J_s. \tag{2.23}$$

The reason why we introduce such a field decomposition is that the comoving curvature perturbation which is introduced in section 2.2 is given by

$$\mathcal{R} = \frac{H}{\sigma} Q_\sigma, \tag{2.24}$$
where $\dot{\sigma} \equiv \sqrt{2X}$. Therefore, such a decomposition makes numerical calculations easier because we obtain numerical values of the curvature perturbation simply by obtaining numerical values of the adiabatic scalar field perturbation. As we see in equation (2.21), the adiabatic direction is the direction of the velocity in the field space as shown in figure 2.1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{perturbation_example.png}
\caption{An illustration of the decomposition of an arbitrary perturbation into an adiabatic ($\delta\sigma$) and entropy ($\delta s$) component. The angle of the tangent to the background trajectory is denoted by $\theta$. The usual perturbation decomposition, along the $\phi^1$ and $\phi^2$ axes, is also shown. The figure is adapted from [34].}
\end{figure}

Then, the equations of motion are given by [17]

\begin{align}
\ddot{v}_\sigma - \xi v'_s + \left( \epsilon_s^2 k^2 - \frac{z''}{z} \right) v_\sigma - \frac{(z\xi)'}{z} v_s &= 0, \\
\ddot{v}_s + \xi v'_\sigma + \left( k^2 - \frac{\alpha''}{\alpha} + a^2 \mu_s^2 \right) v_s - \frac{z'}{z} \xi v_\sigma &= 0,
\end{align}

(2.25) (2.26)

where the prime denotes the derivative with respect to the conformal time $\tau = \ldots$
\[ \xi \equiv \frac{a}{\dot{\sigma} P \dot{c}_s} \left[ (1 + c_s^2) P_{,s} - c_s^2 \dot{\sigma}^2 P_{,Xs} \right], \quad (2.27) \]
\[ \mu_s^2 \equiv -\frac{P_{,ss}}{P_{,X}} + \frac{1}{2} \dot{\sigma}^2 \tilde{R} - \frac{1}{2 c_s^2 X} \frac{P^2_{,s}}{P^2_{,X}} + 2 \frac{P_{,Xs} P_{,s}}{P^2_{,X}}, \quad (2.28) \]
\[ z \equiv \frac{a \dot{\sigma} \sqrt{P_X}}{c_s H}, \quad \alpha \equiv a \sqrt{P_X}, \quad (2.29) \]
\[ c_s \equiv \sqrt{\frac{P_{,X}}{P_{,X} + 2XP_{,XX}}}, \quad (2.30) \]

with

\[ P_s \equiv P_{,I} e^I_s, \quad P_{,Xs} \equiv P_{,I} e^I_{s}, \quad P_{,ss} \equiv (\mathcal{D}_I \mathcal{D}_J P) e^I_s e^J_s, \quad (2.31) \]

where \( \mathcal{D}_I \) denotes the covariant derivative with respect to the field space metric \( G_{IJ} \) and \( \tilde{R} \) denotes the Riemann scalar curvature of the field space. From equations (2.25) and (2.26), on small scales \( (k \gg 1) \), we can see that the adiabatic mode \( v_\sigma \) propagates with the sound speed \( c_s \) while the entropy mode \( v_s \) propagates with the speed of light \( c \). We briefly introduce the sound speed \( c_s \) below.

If the pressure \( P \) depends only on the entropy \( S \) and the energy density \( \rho \), the pressure perturbation is given by

\[ \delta P = \frac{\partial P}{\partial S} \delta S + \frac{\partial P}{\partial \rho} \delta \rho, \quad (2.32) \]

and the adiabatic sound speed is defined as

\[ c_{as} \equiv \left. \frac{\partial P}{\partial \rho} \right|_S. \quad (2.33) \]

The adiabatic sound speed \( c_{as} \) is the response of the pressure to a change in the energy density with constant entropy [35]. \( c_s \) is the phase speed with which perturbations propagate. Even though the adiabatic sound speed \( c_{as} \) is generally different from the phase speed \( c_s \), the term “sound speed” is confusingly used to denote the phase speed in the literature. In this thesis, the sound speed means the phase speed following the confusing convention in the literature. The parameter \( \xi \) vanishes when the trajectory in the field space is straight. It is known that \( \xi \) quantifies the coupling between the adiabatic and entropy modes which is directly related to the bending of the background trajectory in the field space [17].
CHAPTER 2. PERTURBATION THEORY

In the k-inflation models, we can define the slow-roll parameters as

$$\epsilon = -\frac{\dot{H}}{H^2}, \quad \eta = \frac{\dot{\epsilon}}{H\epsilon}, \quad s = \frac{c_s}{Hc_s}. \quad (2.34)$$

If the trajectory is not curved significantly, the coupling $\xi/aH$ becomes much smaller than one. When the slow-roll parameters are much smaller than unity, the approximations $z''/z \simeq 2/\tau^2$ and $\alpha''/\alpha \simeq 2/\tau^2$ hold. With those conditions, we can approximate equations (2.25) and (2.26) as the Bessel differential equations. Then, the solutions with the Bunch-Davis vacuum initial conditions are given by

$$v_{\sigma k} \simeq \frac{1}{\sqrt{2kc_s}} e^{-ikc_s \tau} \left(1 - \frac{i}{kc_s \tau}\right), \quad (2.35)$$

$$v_{sk} \simeq \frac{1}{\sqrt{2k}} e^{-ik \tau} \left(1 - \frac{i}{k \tau}\right), \quad (2.36)$$

when $\mu^2_s/H^2$ is negligible for the entropy mode [17]. In this case, the curvature power spectrum on super-horizon scales reads

$$P_R* = \frac{k^3}{2\pi^2} |R|^2 = \frac{k^3}{2\pi^2} |v_{\sigma k}|^2 \simeq \frac{H^4}{8\pi^2 c_s X P_{,X} \bigg|_*} \simeq \frac{H^2}{8\pi^2 c_s \bigg|_*}, \quad (2.37)$$

where the subscript $*$ indicates that the corresponding quantity is evaluated at sound horizon crossing $kc_s = aH$. Even though the power spectrum of the adiabatic fluctuations has the relation with the power spectrum of the entropy fluctuations as

$$P_{Q*} = \frac{k^3}{2\pi^2} |v_{\sigma k}|^2 \frac{c_s^2}{a^2 P_{,X} \bigg|_*} \simeq \frac{H^2}{4\pi^2 c_s P_{,X} \bigg|_*} \simeq \frac{P_{Q*}}{c_* \bigg|_*}, \quad (2.38)$$

we will see that this totally depends on the definition of the basis vectors in subsection 2.1.2 and we can define the basis vectors so that we have the same amplitude for the power spectra of the adiabatic fluctuations and of the entropy fluctuations. Note that the power spectrum of the tensor perturbations is given by equation (1.90) also in the k-inflation models.
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2.1.2 DBI inflation

As shown in section 3.1, the Lagrangian in equation (2.1) of the Dirac-Born-Infeld (DBI) inflation is given by

\[ P(X^{IJ}, \phi^I) = \tilde{P}(\tilde{X}, \phi^I) = \frac{1}{f(\phi^I)} \left( \sqrt{1 - 2f(\phi^I)\tilde{X}} - 1 \right) - V(\phi^I), \tag{2.39} \]

where \( V(\phi^I) \) is a function of the scalar fields and \( \tilde{X} \) is defined in terms of the determinant

\[ \tilde{X} = \frac{(1 - D)^{-2}}{2f}. \tag{2.40} \]

Note that \( f(\phi^I) \) is defined by the warp factor \( h(\phi^I) \) and the brane tension \( T_3 \) as

\[ f(\phi^I) \equiv \frac{h(\phi^I)}{T_3}. \tag{2.41} \]

The sound speed is defined as

\[ c_s \equiv \sqrt{\frac{\tilde{P}_{\tilde{X}}}{\tilde{P}_{\tilde{X}} + 2\tilde{X}\tilde{P}_{\tilde{X}\tilde{X}}}} = \sqrt{1 - 2f\tilde{X}}, \tag{2.42} \]

where \( \tilde{X} \) means the partial derivative with respect to \( \tilde{X} \). Note that \( \tilde{X} \) coincides with \( X \equiv G_{IJ}X^{IJ} \) in the homogeneous background because all the spatial derivatives vanish. From the action (2.39), we can show that

\[ \tilde{P}_{\tilde{X}} = \frac{1}{c_s}. \tag{2.43} \]

As in section 2.1.1, let us consider two-field cases for simplicity. In this section, we use the adiabatic basis vector given by

\[ \tilde{e}_\sigma^I = \frac{\sqrt{c_s}\phi^I}{\sqrt{2X}}, \tag{2.44} \]
and define the entropy basis vector with the conditions
\[
G_{IJ} \tilde{e}_I^J = \frac{1}{c_s}, \quad G_{IJ} \tilde{e}_I^I \tilde{e}_J^s = 0.
\] (2.45)

If we assume the relation
\[
Q^I = \tilde{Q}^I \tilde{e}_I^I + \tilde{Q}^s \tilde{e}_I^I,
\] (2.46)
we obtain
\[
\tilde{Q}^I = G_{IJ} \tilde{Q}^I \tilde{e}_I^J / c_s, \quad \tilde{Q}^s = G_{IJ} \tilde{Q}^I \tilde{e}_I^J c_s.
\] (2.47)

Let us define the canonically normalised fields as
\[
v^I \equiv \frac{a}{c_s} \tilde{Q}^I, \quad v^s \equiv \frac{a}{c_s} \tilde{Q}^s.
\] (2.48)

Comparing equation (2.22) with equation (2.48) taking into account equation (2.43), we obtain the relations between the field perturbations with different basis vectors as
\[
Q^I = \sqrt{c_s} \tilde{Q}^I, \quad Q^s = \frac{\tilde{Q}^s}{\sqrt{c_s}}.
\] (2.49)

Then, with this field decomposition, the curvature perturbation is written as
\[
\mathcal{R} = H \sqrt{c_s} \tilde{Q}^I \tilde{e}_I^J.
\] (2.50)

From equations (2.44), (2.45) and (2.47), we can see that the canonical variables defined in equation (2.22) are exactly the same as those defined in equation (2.48) when we express them as functions of $Q^I$ and $Q^s$. Then, the equations of motion for $v^I$ and $v^s$ are obtained as [19]
\[
v''^I - \xi v'^I + \left( c_s^2 k^2 - \frac{z''}{z} \right) v^I - \frac{(z \xi)'}{z} v^s = 0,
\] (2.51)
\[
v''^s + \xi v'^s + \left( c_s^2 k^2 - \frac{\alpha''}{\alpha} + a^2 \mu^2 \right) v^s - \frac{z'}{z} \xi v^I = 0,
\] (2.52)

where the prime denotes the derivative with respect to the conformal time $\tau$ and
\[
\xi \equiv \frac{a}{\dot{\sigma}} \left[ (1 + c_s^2) \dot{P}_s - c_s^2 \sigma^2 \dot{P}_s \dot{X}_s \right],
\] (2.53)
\[ \mu_s^2 \equiv -c_s \dot{P}_{,ss} - \frac{1}{\sigma^2} \dot{P}_{,s}^2 + 2c_s^2 \dot{P}_{,s} \dot{P}_{,ss}, \]
\[ z \equiv \frac{a\dot{\sigma}}{\sqrt{c_s H}}, \quad \alpha \equiv a \frac{1}{\sqrt{c_s}}, \]

with
\[ \dot{\sigma} \equiv \sqrt{2X}, \quad \dot{P}_s \equiv \dot{P}_{,I} e_s^I \sqrt{c_s}, \quad \dot{P}_{,Xs} \equiv \dot{P}_{,XI} e_s^I \sqrt{c_s}, \quad \dot{P}_{,ss} \equiv (D_I D_J \dot{P}) e_s^I e_s^J c_s, \]

where \( D_I \) denotes the covariant derivative with respect to the field space metric \( G_{IJ} \). From equations (2.51) and (2.52), on small scales (\( k \gg 1 \)), we can see that both the adiabatic mode \( v_{\sigma} \) and the entropy mode \( v_s \) propagate with the sound speed \( c_s \) in the case of DBI inflation. The slow-roll parameters in the DBI inflation models are defined in equation (2.34). In a similar way to subsection 2.1.1, when the coupling \( \xi/aH \) and the slow-roll parameters are much smaller than unity, equations (2.51) and (2.52) are approximated as the Bessel differential equations and the solutions with the Bunch-Davis vacuum initial conditions are given by
\[ v_{\sigma k} \simeq \frac{1}{\sqrt{2kc_s}} e^{-ikc_s \tau} \left( 1 - \frac{i}{kc_s \tau} \right), \]
\[ v_{sk} \simeq \frac{1}{\sqrt{2kc_s}} e^{-ikc_s \tau} \left( 1 - \frac{i}{kc_s \tau} \right), \]

when \( \mu_s^2/H^2 \) is negligible for the entropy mode [11]. Note that the difference between equation (2.36) and equation (2.58) comes from the difference in the propagation speed of the entropy modes. With the solution (2.57), the curvature perturbation on super-horizon scales reads
\[ \mathcal{P}_{R_*} = \frac{k^3}{2\pi^2} |R|^2 = \frac{k^3}{2\pi^2} \frac{|v_{\sigma k}|^2}{z^2} \simeq \frac{H^4}{4\pi^2 \sigma^2} \simeq \frac{H^2}{8\pi^2 c_s}, \]

where the subscript \(*\) indicates that the corresponding quantity is evaluated at sound horizon crossing \( kc_s = aH \). We also have
\[ \mathcal{P}_{Q_*} = \frac{k^3}{2\pi^2} \frac{|v_{\sigma k}|^2 c_s^2}{a^2} \simeq \frac{H^2}{4\pi^2 c_s} \simeq \mathcal{P}_{Q,_*}. \]

We can see that the power spectra have the same value at horizon crossing for the adiabatic perturbation and the entropy perturbation unlike in subsection 2.1.1. This is just because we used the different basis vectors. With the basis vectors
in equation (2.23), we instead have
\[ P_{Q_{\sigma^*}} = \frac{k^3}{2\pi^2} |v_{\sigma k}| \frac{2C_2^3}{a^2} \simeq \frac{H^2}{4\pi^2} \simeq c_s^2 P_{Q_{\sigma^*}}. \] (2.61)

Note that the power spectrum of the tensor perturbations in the DBI inflation models is given by equation (1.90).

2.2 Calculation of the equilateral non-Gaussianity

In this section, we first study the gauge transformation and then review the calculation of the three-point function of the curvature perturbation in single field k-inflation cases following [36] using the in-in formalism introduced in appendix A. Then, we see the result for single field DBI inflation models as particular cases. The parameter \( f_{\text{equil}}^{\text{NL}} \) is introduced in this section.

2.2.1 Flat gauge and comoving gauge

The general linear perturbations (2.6) can be extended to higher order perturbations. We will work on higher order perturbations in this section because we need to calculate higher order quantities. Before working on them, let us review the gauge transformation briefly. A gauge is a coordinate choice which recovers the FRW metric in the limit of zero perturbations (see [7, 37]). Because we always have degrees of freedom which we can eliminate by the infinitesimal coordinate transformation as
\[ (\tilde{\eta}, \tilde{x}) = (\eta + \delta \eta, x + \delta x), \] (2.62)

and the vector perturbation \( \delta x \) can be decomposed into the scalar part \( \bar{S}_i \) and the vector part \( V_i \), we can eliminate two scalar modes and one vector mode from the general perturbation (2.6). Note that \( \eta \) is the conformal time while the components of \( x \) denote the comoving spatial coordinates. The gauge fixing is merely a choice of the coordinate system that we use theoretically, thus any observable quantity should not depend on the gauge. The infinitesimal coordinate transformation (2.62) is called the gauge transformation. We introduce the gauge transformations of the metric and matter variables up to first order below. We define that a tensor \( T \) transforms into \( \tilde{T} \) due to a gauge transformation.
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Splitting a tensor up to first order as $T = T_0 + \delta T_1$, the tensorial quantity transforms due to a gauge transformation at zeroth and first order, respectively, as $[38, 39, 40]$

\[ \widetilde{T}_0 = T_0, \tag{2.63} \]
\[ \widetilde{\delta T}_1 = \delta T_1 - \mathcal{L}_\xi T_0, \tag{2.64} \]

where the Lie derivative is defined for a scalar $\varphi$, a covariant vector $v_\mu$ and a covariant tensor $t_{\mu\nu}$ as $[6, 40]$

\[ \mathcal{L}_\xi \varphi = \xi^\lambda \partial_\lambda \varphi, \tag{2.65} \]
\[ \mathcal{L}_\xi v_\mu = v_{\mu,\alpha} \xi^\alpha + v_\alpha \xi^\alpha_\mu, \tag{2.66} \]
\[ \mathcal{L}_\xi t_{\mu\nu} = t_{\mu\nu,\lambda} \xi^\lambda + t_{\mu\lambda} \xi^\lambda_\nu + t_{\lambda\nu} \xi^\lambda_\mu, \tag{2.67} \]

with the vector $\xi^\mu = (\delta \eta, \delta x)$. From equations (2.64) and (2.65), the first order perturbation of the energy density $\rho$, which is a four scalar, transforms as

\[ \widetilde{\delta \rho} = \delta \rho - \rho_0 \delta \eta, \tag{2.68} \]

where $'$ denotes the derivative with respect to the conformal time and $\rho_0$ is the background part of the energy density. We define the perturbation of the spatial part of the four velocity as

\[ u^i = a^{-1} v^i, \tag{2.69} \]

where $v^i$ can be split into a scalar part $v$ and a vector part $v_{vec}$ as

\[ v^i = \delta^{ij} v_j + v^i_{vec}. \tag{2.70} \]

Using the constraint

\[ u_\mu u^\mu = -1, \tag{2.71} \]

and the metric $g_{\mu\nu}$ that is obtained with equations (2.3) and (2.6) up to first order, we obtain

\[ u^0 = a^{-1} (1 - \alpha), \tag{2.72} \]
\[ u_0 = -a (1 + \alpha), \tag{2.73} \]
\[ u_i = a (v_i + N_i). \tag{2.74} \]
From equations (2.64) and (2.66), the gauge transformation of the first order perturbation of the covariant four vector is given by

\[ \tilde{\delta u}_\mu = \delta u_\mu - u_{(0)\mu} \delta \eta - u_{(0)\lambda} \xi^\lambda_{\mu}, \]  

where the background part of the covariant four vector is given by

\[ u_{(0)\mu} = a (-1, 0, 0, 0), \]  

from equations (2.73) and (2.74). The scalar part of the spatial components of equation (2.75) gives

\[ \tilde{v}_i + \tilde{\psi}_i = v_i + \psi_i + \delta \eta_i, \]  

note that \( \psi \) is defined in equation (2.6). From equations (2.64) and (2.67), the gauge transformations of the scalar perturbations of the metric, that can be obtained with equations (2.3) and (2.6), up to first order are given by \[10, 40, 41, 42\]

\[ \tilde{\alpha} = \alpha - H \delta \eta - \delta \eta', \]  

\[ \tilde{A} = A + H \delta \eta, \]  

\[ \tilde{\psi} = \psi + \delta \eta - S', \]  

\[ \tilde{\bar{h}} = \bar{h} - 2S, \]  

with

\[ H \equiv \frac{a'}{a} = aH, \]

where \( S \) is the scalar part of \( \delta x \) and the quantities \( \alpha, A, \psi \) and \( \bar{h} \) are defined in equation (2.6). From equations (2.77) and (2.80), we obtain the gauge transformation of the scalar part of the velocity perturbation as

\[ \tilde{v} = v + S'. \]

If we define the comoving curvature perturbation as

\[ \mathcal{R} \equiv A - H (v + \psi), \]  

\[ \mathcal{R} \equiv A - H (v + \psi), \]  

(2.84)
it is obvious that this quantity is invariant under any gauge transformation as
\[ \tilde{\mathcal{R}} = \mathcal{R} \]  
(2.85)

from equations (2.79), (2.80) and (2.83). Substituting equations (2.69), (2.72), (2.73) and (2.74) into equation (2.8), we obtain the first order perturbations of the energy momentum tensor for perfect fluid as
\[
\begin{align*}
\delta T^0_0 &= -\delta \rho, \\
\delta T^i_0 &= -(\rho + P) v^i, \\
\delta T^0_i &= (\rho + P) (v_i + N_i), \\
\delta T^i_j &= -\delta P \delta^i_j.
\end{align*}
\]
(2.86) - (2.89)

The flat gauge (2.7) which we used in section 2.1 can be extended to higher orders
\[
\phi(x, t) = \tilde{\phi} + \delta \phi(x, t), \\
h_{ij} = a^2 \hat{h}_{ij}, \quad \hat{h}_{ij} = \left( \delta_{ij} + t_{ij} + \frac{1}{2} t_{ik} t_{kj} + \cdots \right),
\]
(2.90)

where \( \det \hat{h} = 1 \) and \( \hat{t}_{ij} \) is a tensor perturbation which we assume to be a second order quantity \( \hat{t}_{ij} = \mathcal{O}(\delta \phi^2) \). It obeys the traceless and transverse conditions \( \hat{t}^i_i = \partial^i \hat{t}_{ij} = 0 \) (indices are raised or lowered with \( \delta_{ij} \) or \( \delta^{ij} \) respectively). In the comoving gauge, the scalar degree of freedom is called the curvature perturbation \( \mathcal{R} \) and the perturbations are given by
\[
\begin{align*}
\phi(x, t) &= 0, \\
h_{ij} &= a^2 e^{-2\mathcal{R}} \hat{h}_{ij}, \quad \hat{h}_{ij} = \left( \delta_{ij} + t_{ij} + \frac{1}{2} t_{ik} t_{kj} + \cdots \right),
\end{align*}
\]
(2.91)

where \( \det \hat{h} = 1 \) and \( t_{ij} \) is a tensor perturbation which we assume to be a second order quantity \( t_{ij} = \mathcal{O}(\delta \phi^2) \). It obeys the traceless and transverse conditions \( \hat{t}^i_i = \partial^i \hat{t}_{ij} = 0 \). From equations (2.84) and (2.88), the gauge invariant variable \( \mathcal{R} \) is rewritten as
\[
\mathcal{R} = A - \frac{\mathcal{H}}{\rho + P} \delta \phi,
\]
(2.92)
where $\delta q$ is the gauge-dependent 3-momentum perturbation given by

$$\partial_i \delta q \equiv \delta_{(S)} T^0_i,$$  \hspace{1cm} (2.93)$$

where the subscript $(S)$ denotes the scalar part of the perturbation (2.88). Note that $A$ is defined in equation (2.6). Because $\delta q = 0$ in the comoving gauge, $\mathcal{R}$ coincides with $A$. If we only consider the change of variables to the linear order between the flat gauge (2.90) and the comoving gauge (2.91), equation (2.19) holds. Let us define $\mathcal{R}$ given in equation (2.19) as $\mathcal{R}_n$. If we take into account the second order terms, the comoving curvature perturbation is given by

$$\mathcal{R} = \mathcal{R}_n - f(\mathcal{R}_n),$$  \hspace{1cm} (2.94)$$

where

$$f(\mathcal{R}) = \frac{n}{4c_s^2} \mathcal{R}^2 + \frac{1}{c_s^2 H} \mathcal{R} \dot{\mathcal{R}} + \frac{1}{4a^2 H^2} \left[ - (\partial \mathcal{R})(\partial \mathcal{R}) + \partial^{-2} (\partial_i \partial_j (\partial_i \mathcal{R} \partial_j \mathcal{R})) \right]$$

$$+ \frac{1}{2a^2 H^2} \left[ - (\partial \mathcal{R})(\partial \chi) + \partial^{-2} (\partial_i \partial_j (\partial_i \mathcal{R} \partial_j \chi)) \right],$$  \hspace{1cm} (2.95)$$

with a linear perturbation $\chi$ which is defined by

$$\partial^2 \chi = -a^2 \frac{\epsilon}{c_s^2} \mathcal{R}.$$  \hspace{1cm} (2.96)$$

Note that another gauge invariant variable $\zeta$ which is the curvature perturbation on uniform energy hypersurfaces is often used in the literature (see [36, 45] for example). $\zeta$ is defined as

$$-\zeta = A + \frac{\dot{H}}{\rho} \delta \rho,$$  \hspace{1cm} (2.97)$$

where

$$\delta \rho \equiv \delta T^{00},$$  \hspace{1cm} (2.98)$$

as we see in equation (1.9). Note that $\zeta$ is gauge invariant from equations (2.68) and (2.79). With equations (1.18), (2.92) and (2.97), we obtain

$$\mathcal{R} = -\zeta - \frac{\dot{H}}{\rho} \delta \rho_m,$$  \hspace{1cm} (2.99)$$
where the gauge invariant comoving density perturbation $\delta \rho_m$ is defined by

$$\delta \rho_m = \delta \rho - 3H \delta q. \quad (2.100)$$

Note that we can derive the gauge invariance of $\delta \rho_m$ from equations (2.68), (2.80), (2.83), (2.88) and (2.93). By combining the perturbed Einstein equations $\delta G = 8\pi G \delta T_{\mu \nu}$, we obtain the gauge invariant generalisation of the Poisson equation as

$$\frac{k^2}{a^2} \Psi = -4\pi G \delta \rho_m, \quad (2.101)$$

where

$$\Psi = A + aH \left( \frac{\bar{h}'}{2} - \psi \right), \quad (2.102)$$

where $\Psi$ is gauge invariant from equations (2.79), (2.80) and (2.81). From equations (1.16), (1.18) (2.99) and (2.101), we obtain the relation between $\mathcal{R}$ and $\zeta$ as [10]

$$\mathcal{R} = -\zeta - \frac{2\rho}{9c_s^2 (\rho + P)} \left( \frac{k c_s}{aH} \right)^2 \Psi, \quad (2.103)$$

note that $\bar{h}$ and $\psi$ are defined in equation (2.6). Therefore, on super-horizon scales ($kc_s/aH \ll 1$), $\mathcal{R}$ coincides with $-\zeta$. We use $\mathcal{R}$ consistently for the correlation functions of the curvature perturbation.

**2.2.2 Single field k-inflation models**

Let us consider only single field k-inflation models with the leading order terms in slow-roll expansion in the action (2.20) in the flat gauge which is introduced in section 2.1. Then, the second and the third order actions are obtained as

$$S_2 = \int dt d^3x a^3 P X \left[ \frac{1}{c_s^2} \delta \dot{\phi}^2 - \frac{1}{a^2} (\partial \delta \phi)^2 \right], \quad (2.104)$$

$$S_3 = \int dt d^3x \left[ \left( P_{,XX} \frac{\dot{\phi}}{2} + P_{,XXX} \frac{\dot{\phi}^3}{6} \right) a^3 \delta \dot{\phi}^3 - P_{,XX} \frac{\dot{\phi}}{2} a \delta \phi (\partial \delta \phi)^2 \right], \quad (2.105)$$
respectively. The perturbation in the interaction picture can be given by

$$\delta \phi (\tau, x) = \frac{1}{(2\pi)^3} \int d^3k \delta \phi (\tau, k) e^{ik \cdot x},$$  \hspace{1cm} (2.106)

$$\delta \phi (\tau, k) = u (\tau, k) a (k) + u^* (\tau, -k) a^\dagger (-k),$$

where $a (k)$ and $a^\dagger (-k)$ are the annihilation and creation operators respectively, whose commutation relations are given by

$$[a (k_1), a^\dagger (k_2)] = (2\pi)^3 \delta^{(3)} (k_1 - k_2),$$

$$[a (k_1), a (k_2)] = [a^\dagger (k_1), a^\dagger (k_2)] = 0.$$ \hspace{1cm} (2.107)

At the leading order, the solution for the mode function reads

$$u (\tau, k) = \frac{H}{\sqrt{2c_s P_X}} \frac{1}{k^{3/2}} (1 + i k c_s \tau) e^{-i k c_s \tau}. \hspace{1cm} (2.108)$$

The leading order term which corresponds to $N = 1$ term in the in-in formalism \(A.24\) gives the vacuum expectation value of the three point function of the perturbations in the interaction picture as \[45, 46\]

$$\langle \Omega | \delta \phi (t, k_1) \delta \phi (t, k_2) \delta \phi (t, k_3) | \Omega \rangle \approx -i \int_{t_0}^t dt' \langle 0 | [\delta \phi (t, k_1) \delta \phi (t, k_2) \delta \phi (t, k_3), H_I (t')] | 0 \rangle,$$ \hspace{1cm} (2.109)

where $t_0$ is the initial time when the scale of the field fluctuation is deep inside the horizon, $t$ is some time after the horizon exit and $H_I$ denotes the interaction Hamiltonian which is given by $H_I = -L_3$. $|\Omega\rangle$ is the interacting vacuum which is different from the free field vacuum $|0\rangle$. Note that we specify the vacuum only in this section to make the calculations explicit. Note that $N = 0$ term in equation \(A.24\) vanishes because the number of the annihilation operators must be different from that of the creation operators in the $N = 0$ term because of equations \(2.106\). If we use the conformal time, $\tau_0$ and $\tau$ which correspond to $t_0$ and $t$ respectively can be approximated with $-\infty$ and 0 respectively because
\[ \tau \approx -(aH)^{-1} \]. After similar calculations to the calculations in [46, 47], we obtain

\[
\langle \Omega | \delta \phi (0, k_1) \delta \phi (0, k_2) \delta \phi (0, k_3) | \Omega \rangle = -(2\pi)^3 \delta^{(3)} (k_1 + k_2 + k_3) \frac{H^4}{\sqrt{2\epsilon c_s^2} (P_{X})^{3/2}} \frac{1}{\Pi_{i=1}^{3} k_i} A^{k-inf}_{\phi} (k_1, k_2, k_3),
\]

where

\[
A^{k-inf}_{\phi} = -\frac{3\lambda k_2^2 k_3^2}{\Sigma K^3} + \left( \frac{1}{c_s^2} - 1 \right) \frac{k_2^3 k_3}{4K} \left( 1 + \frac{k_2 + k_3}{K} + 2 \frac{k_2 k_3}{K^2} \right) + 2 \text{ cyclic terms}
\]

\[
= \left( \frac{1}{c_s^2} - 1 - \frac{2\lambda}{\Sigma} \right) \frac{3k_2^2 k_3^2}{2K^3} + \frac{1 - c_s^2}{c_s^2} \left( -\frac{1}{K} \sum_{i>j} k_i^2 k_j^2 + \frac{1}{2K^2} \sum_{i\neq j} k_i^2 k_j^3 + \frac{1}{8} \sum i k_i^3 \right),
\]

with

\[
\Sigma = XP_{X} + 2X^2P_{XX} = \frac{H^2 \epsilon}{c_s^2},
\]

\[
\lambda = X^2P_{XX} + \frac{2}{3} X^3P_{XXX}.
\]

Note that we explicitly show that the correlation functions are evaluated at \( t = 0 \) only in this section. If all the slow-roll parameters (2.34) are much smaller than unity, the relation between the curvature perturbation and the field perturbation is simply given by

\[
\mathcal{R} (k) = \frac{H}{\sigma} \delta \phi (k),
\]

and the three-point function of the curvature perturbation coming from the three-point function of the scalar field perturbation in the k-inflation models at the leading order in slow-roll expansion is simply given by

\[
\langle \Omega | \mathcal{R} (0, k_1) \mathcal{R} (0, k_2) \mathcal{R} (0, k_3) | \Omega \rangle^{(3)} = \left( \frac{H}{\sigma} \right)^3 \langle \Omega | \delta \phi (0, k_1) \delta \phi (0, k_2) \delta \phi (0, k_3) | \Omega \rangle
\]

\[
= -(2\pi)^7 \delta^{(3)} (k_1 + k_2 + k_3) \left( \mathcal{P}_{\mathcal{R}} \right)^{2} \frac{1}{\Pi_{i=1}^{3} k_i^3} A^{k-inf}_{\phi} (k_1, k_2, k_3),
\]

where \( A^{k-inf}_{\phi} \) is given in equation (2.111) and \( \mathcal{P}_{\mathcal{R}} \) is given in equation (2.59). Note that there are other contributions such as the part coming from the four-point function of the scalar field perturbation. These contributions are negligible in the
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single field DBI inflation models as we see in section [2.4] thus we ignore them here. If we take into account the higher order terms in slow-roll expansion, equation (2.114) does not hold as we see in equation (2.94). To take such terms into account, it is possible to calculate the bispectrum of the curvature perturbation in the comoving gauge. The bispectrum of the curvature perturbation with \( O(\epsilon) \) terms is given by \[46\]

\[ \langle \Omega | R(0, k_1) R(0, k_2) R(0, k_3) | \Omega \rangle^{(3)} = - (2\pi)^7 \delta^{(3)}(k_1 + k_2 + k_3) (\mathcal{P}_R)^2 \frac{1}{\Pi_i k_i^3} A^{k-inf}(k_1, k_2, k_3), \] (2.116)

where

\[
A^{k-inf} = \left( \frac{1}{c_s^2} - \frac{2\lambda}{\Sigma} \right) \frac{3k_1^2 k_2^2 k_3^2}{2K^3} + \frac{1 - c_s^2}{c_s^2} \left( -\frac{1}{K} \sum_{i>j} k_i^2 k_j^2 + \frac{1}{2K^2} \sum_{i\neq j} k_i^3 k_j^3 + \frac{1}{8} \sum_i k_i^3 \right) \\
+ \epsilon c_s^2 \left( \frac{1}{8} \sum_i k_i^3 + \frac{1}{8} \sum_{i\neq j} k_i^2 k_j^2 + \frac{1}{K} \sum_{i>j} k_i^2 k_j^2 \right) + \eta c_s^2 \left( \frac{1}{8} \sum_i k_i^3 \right) \\
+ s c_s^2 \left( \frac{1}{4} \sum_i k_i^3 - \frac{1}{K} \sum_{i>j} k_i^2 k_j^2 + \frac{1}{2K^2} \sum_{i\neq j} k_i^2 k_j^3 \right). \] (2.117)

In the standard slow-roll inflation, the first two terms and the last term vanish because \( c_s = 1 \) and \( \lambda = 0 \). We see that the bispectrum obtained by the calculation in the comoving gauge (2.116) is consistent with the bispectrum (2.115) at the leading order in slow-roll expansion.

2.2.3 Single field DBI inflation models

In the single field DBI inflation models, the action (2.39) takes the form of

\[ P(\phi, X) = - \frac{1}{f(\phi)} \left( \sqrt{1 - 2Xf(\phi)} - 1 \right) + V(\phi). \] (2.118)

Therefore, single field DBI inflation models are included in the k-inflation models whose actions are written as in equation (2.20). Note that multi-field DBI inflation models are not included in the k-inflation models as you can see from the action (2.39) and hence their perturbations have different dynamics from the k-inflation models [19]. This means that we can apply the result (2.110) only to
single field DBI inflation models. In this case, $\lambda$ is given by

$$
\lambda = \frac{\Sigma}{2} \left( \frac{1}{c_s^2} - 1 \right),
$$

(2.119)

From equations (2.110) and (2.119), the vacuum expectation value of the three point function of the scalar field perturbation in the single field DBI inflation at the leading order is given by

$$
\langle \Omega | \delta \phi (0, k_1) \delta \phi (0, k_2) \delta \phi (0, k_3) | \Omega \rangle
= -(2\pi)^3 \delta^{(3)} (k_1 + k_2 + k_3) \frac{H^4}{\sqrt{2c_s^2 (P_X)^{3/2}}} \frac{1}{\Pi_{i=1}^{3} k_i^3} \mathcal{A}_{DBI} (k_1, k_2, k_3),
$$

(2.120)

where

$$
\mathcal{A}_{DBI} = \left( 1 - \frac{c_s^2}{c_s^2} - 1 \right) \left[ \frac{-3 k_1^2 k_2^2 k_3^2}{2 K^3} + \frac{k_1^2 k_2 \cdot k_3}{4K} \left( 1 + \frac{k_2 + k_3}{K} + 2 \frac{k_2 k_3}{K^2} \right) + 2 \text{ cyclic terms} \right]
$$

$$
= \frac{1 - c_s^2}{c_s^2} \left( \frac{-1}{K} \sum_{i>j} k_i^2 k_j^2 + \frac{1}{2K} \sum_{i\neq j} k_i^2 k_j^3 + \frac{1}{8} \sum_i k_i^3 \right).
$$

(2.121)

From equations (2.116) and (2.119), the vacuum expectation value of the three point function of the curvature perturbation in the single field DBI inflation up to the $O (\epsilon)$ terms is given by

$$
\langle \Omega | \mathcal{R} (0, k_1) \mathcal{R} (0, k_2) \mathcal{R} (0, k_3) | \Omega \rangle^{(3)}
= -(2\pi)^7 \delta^{(3)} (k_1 + k_2 + k_3) (\mathcal{P}_\mathcal{R})^2 \frac{1}{\Pi k_i^3} \mathcal{A}_{DBI} (k_1, k_2, k_3),
$$

(2.122)

where

$$
\mathcal{A}_{DBI} = \frac{1 - c_s^2}{c_s^2} \left( \frac{-1}{K} \sum_{i>j} k_i^2 k_j^2 + \frac{1}{2K} \sum_{i\neq j} k_i^2 k_j^3 + \frac{1}{8} \sum_i k_i^3 \right)
$$

$$
+ \frac{\epsilon}{c_s^2} \left( \frac{-1}{8} \sum_i k_i^4 + \frac{1}{8} \sum_{i\neq j} k_i^2 k_j^2 + \frac{1}{K} \sum_{i>j} k_i^2 k_j^2 \right) + \frac{\eta}{c_s^2} \left( \frac{1}{8} \sum_i k_i^3 \right)
$$

$$
+ \frac{s}{c_s^2} \left( \frac{-1}{4} \sum_i k_i^4 - \frac{1}{K} \sum_{i>j} k_i^2 k_j^2 + \frac{1}{2K} \sum_{i\neq j} k_i^2 k_j^3 \right),
$$

(2.123)
because the first term in equation (2.117) vanishes. This function has a peak at
the equilateral configuration \( k_1 \sim k_2 \sim k_3 \) as shown in [48]. The parameter \( f_{\text{equl}}^{\text{NL}} \)
is defined by

\[
\langle \Omega | \mathcal{R}(0, k_1) \mathcal{R}(0, k_2) \mathcal{R}(0, k_3) | \Omega \rangle^{(3)} = -(2\pi)^7 \delta^{(3)}(k_1 + k_2 + k_3) \left( \frac{3}{10} f_{\text{equl}}^{\text{NL}}(\mathcal{P}_{R_*})^2 \right) \sum_i k_i^3 \Pi_i k_i^3. \tag{2.124}
\]

Obviously, the actual three-point function of the curvature perturbation which is given by equation (2.122) is different as a function of \( k_i \) from the “three-point function of the curvature perturbation” in equation (2.124). \( f_{\text{equl}}^{\text{NL}} \) is defined so that the actual three-point function of the curvature perturbation has the same value with the function in equation (2.124) at the equilateral configuration \( k_1 \sim k_2 \sim k_3 \) where it has its maximum. By setting \( k_1 = k_2 = k_3 = \tilde{k} \), we have

\[
\mathcal{A}^{DBI} = -\frac{7}{24} \left( \frac{1}{c_s^2} - 1 \right) \tilde{k}^3, \tag{2.125}
\]

at the leading order. From equations (2.122) and (2.125), in this limit, we have

\[
\langle \Omega | \mathcal{R}(0, k_1) \mathcal{R}(0, k_2) \mathcal{R}(0, k_3) | \Omega \rangle^{(3)} = -(2\pi)^7 \delta^{(3)}(k_1 + k_2 + k_3) \left[ \frac{7}{24} \left( \frac{1}{c_s^2} - 1 \right) \tilde{k}^3 \right] \left( \frac{H^2}{8\pi^2 \epsilon_c s} \right)^2 \tag{2.126}
\]

Comparing equation (2.124) with equation (2.126), we obtain

\[
f_{\text{equl}}^{\text{NL}} = -\frac{35}{108} \left( \frac{1}{c_s^2} - 1 \right). \tag{2.127}
\]

### 2.3 \( \delta N \)-formalism

In this section, we review the \( \delta N \)-formalism [49, 50, 51]. In this formalism, we make the “separate Universe assumption” [7, 52]. In this non-trivial assumption, each super-horizon sized region of the Universe evolves like a separate FRW Universe where density and pressure may take different values, but are locally
homogeneous. There has to be some scale of such a locally homogeneous region \( \lambda_s \) for which this assumption is valid to useful accuracy. Those locally homogeneous regions with different energy densities are in a much larger region whose scale is \( \lambda_0 \) which should be much bigger than our present horizon size. When locally homogeneous regions are pieced together over a large scale \( \lambda \), they represent the long wavelength perturbations under consideration. Therefore, we require a hierarchy of scales as

\[
\lambda_0 \gg \lambda \gg \lambda_s \gtrsim cH^{-1},
\]

which is described in figure 2.2. Note that the \( \delta N \)-formalism is valid on the basis of the separate Universe assumption.

Let us consider the standard \((3 + 1)\) decomposition of the metric (2.3) (ADM formalism). Then, the unit time-like vector orthonormal to the constant time (spatial) hypersurface \( n^\mu \) has the components

\[
n_\mu = [-N_i, 0], \quad n^\mu = \left[ \frac{1}{N_i}, -\frac{N^i}{N_i} \right].
\]
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Note that the lapse function $N$ in the metric (2.3) is redefined as $N_l$ only in this section to avoid confusion with the number of e-folds. Then, $\theta_n = \nabla_\mu n^\mu$ is the volume expansion rate of the hypersurfaces along the integral curve of $n^\mu$ where $\nabla_\mu$ is the covariant derivative [49]. The local Hubble parameter is defined as

$$\tilde{H} = \frac{1}{3} \theta_n = \frac{1}{N_l} \left( \frac{\dot{a}}{a} - \dot{A} \right) + \mathcal{O} (\mathcal{E}^2),$$

(2.130)

where $\mathcal{E} = k/aH$. It is shown that the $(0, 0)$-component of the Einstein equation with the perturbations gives [50]

$$\tilde{H}^2 = \frac{1}{3M_p^2} \rho + \mathcal{O} (\mathcal{E}^2).$$

(2.131)

Therefore, on super-horizon scales, the number of e-folds of the expansion along the integral curve of the 4 velocity is given by

$$N \left( t_2, t_1; x \right) = \int_{\tau_1}^{\tau_2} \tilde{H} d\tau$$

$$= \frac{1}{3} \int_{t_1}^{t_2} \theta_n N_l dt$$

$$= \ln \left[ \frac{a \left( t_2 \right)}{a \left( t_1 \right)} \right] - A \left( t_2; x \right) + A \left( t_1; x \right),$$

(2.132)

where $\tau$ is the proper time along the curve and we used equation (2.130). This is the general result of the $\delta N$-formalism. It means that the change in $A$, going from one slice to another, is equal to the difference between the actual number of e-folds $N \left( t_2, t_1; x \right)$ and the background value $N_0 \left( t_2, t_1 \right) = \ln \left[ a \left( t_2 \right) / a \left( t_1 \right) \right]$. Let us consider two different ways of slicing. In the slicing $\mathfrak{A}$, it starts on a flat slice at $t = t_1$ and ends on a uniform density slice at $t = t_2$ while it starts on a flat slice at $t = t_1$ and ends on a flat slice at $t = t_2$ in the slicing $\mathfrak{B}$. From equation (2.132), the difference in $A$ between the slicing $\mathfrak{A}$ and $\mathfrak{B}$ at $t = t_2$ gives

$$-R = \zeta = -A_{\mathfrak{A}} \left( t_2; x \right) = N_{\mathfrak{A}} \left( t_2, t_1; x \right) - N_0 \left( t_2, t_1 \right) = \delta N_F \left( t_2, t_1; x \right),$$

(2.133)

where $\delta N_F \left( t_2, t_1; x \right)$ is the difference in the number of e-folds between the final uniform density slice and the initial flat slice and we have used the fact that $A = 0$ on a flat slice. The first equality in equation (2.133) holds only on super-horizon
scales as we see in equation (2.103) while the second equality comes from equation (2.97) because $\delta \rho = 0$ on a uniform density slice. During inflation, the number of e-folds depends on the dynamics of the scalar fields. In the slow-roll cases, the equations of motion for the scalar fields are approximated with the first order differential equations in the cosmic time $t$. Then, all the dynamics is determined only by the initial values of the fields $\phi^I$ although we also need the initial values of the time derivatives of the fields $\dot{\phi}^I$ to solve second order differential equations in $t$. Therefore, $\delta N_F (t_2, t_1; x)$ is expanded as

$$-\mathcal{R} = \delta N_F (t_2, \phi^I (t_1, x)) = \sum_I N_I (t_1, t_2) \phi^I (t_1, x) + \sum_{I,J} N_{IJ} (t_1, t_2) \frac{1}{2} \left( \phi^I (t_1, x) \phi^J (t_1, x) - \langle \phi^I (t_1, x) \phi^J (t_1, x) \rangle \right) + \cdots,$$

(2.134)

where the subscript $,I$ denotes the derivative with respect to the scalar fields, $t_1$ needs to be after the horizon exit because $\delta N$-formalism is valid only on super-horizon scales

and

$$N_I = \frac{\partial N}{\partial \phi^I}, \quad N_{IJ} = \frac{\partial^2 N}{\partial \phi^I \partial \phi^J}.$$ 

(2.135)

Note that $\langle \phi^I (t_1, x) \phi^J (t_1, x) \rangle$ is subtracted so that the ensemble average of the random field $\langle \mathcal{R} \rangle$ vanishes.

Figure 2.3 shows how the fluctuations of the scalar fields result in the fluctuations in the number of e-folds. A patch of the Universe with a higher energy density than the background because of the scalar field fluctuation expands more on the basis of the separate Universe assumption.

If we consider two-field inflation models for simplicity, we can expand $\delta N$ in terms of the values of the fields (2.23) at sound horizon crossing up to the second order. In this case, equation (2.134) reads

$$-\mathcal{R} = \delta N \left( \dot{\phi}^\sigma, \dot{\phi}^s, \phi^\sigma, \phi^s, t_2 \right) \simeq \delta N (\dot{\phi}^\sigma, \phi^s, t_2)
\simeq N_\sigma (t_1, t_2) Q^\sigma + N_s (t_1, t_2) Q^s
+ \frac{1}{2} N_{\sigma \sigma} (t_1, t_2) \left( Q^\sigma^2 - \langle Q^\sigma^2 \rangle \right) + \frac{1}{2} N_{ss} (t_1, t_2) \left( Q^s^2 - \langle Q^s^2 \rangle \right),$$

(2.136)

where $\phi^\sigma$ denotes the scalar field in the instantaneous adiabatic direction which is
defined by the basis vector $e^I_\sigma$ in equation (2.21) as $\phi_\sigma \equiv G_{IJ} \phi^I e^J_\sigma$ and $\phi_s$ denotes the scalar field in the instantaneous entropic direction which is defined by the basis vector $e^I_s$ in subsection 2.1.1 as $\phi_s \equiv G_{IJ} \phi^I e^J_s$. Note that the subscripts $\sigma$, $\tilde{\sigma}$ and $s$, $\tilde{s}$ denote the derivatives with respect to $\phi_\sigma$ and $\phi_s$ respectively and the subscript $\ast$ means that the quantity is evaluated at the sound horizon exit at $t = t_1$. Note also that we ignored the cross term $Q_{\sigma} Q_s$ because we assume that the two fields are independent quantum fields around the sound horizon exit and hence this term does not contribute to the vacuum expectation value of the correlation functions of the curvature perturbation. With the basis vectors $\tilde{e}^I_\sigma$ and $\tilde{e}^I_s$ defined in section 2.1.2 equation (2.134) reads

$$-R = \delta N \left( \tilde{\phi}^*_\sigma, \tilde{\phi}^*_s, \tilde{\phi}^*_s, \tilde{\phi}^*_s, t_2 \right) \simeq \delta N \left( \tilde{\phi}^*_\sigma, \tilde{\phi}^*_s, t_2 \right)$$

$$\simeq N_{\tilde{\sigma}} (t_1, t_2) \tilde{Q}^*_\sigma + N_{\tilde{s}} (t_1, t_2) \tilde{Q}^*_s + \frac{1}{2} N_{\tilde{\sigma}} N_{\tilde{s}} (t_1, t_2) \left( \tilde{Q}^{*2}_\sigma - \langle \tilde{Q}^{*2}_\sigma \rangle \right) + \frac{1}{2} N_{\tilde{\sigma}} N_{\tilde{\sigma}} (t_1, t_2) \left( \tilde{Q}^{*2}_s - \langle \tilde{Q}^{*2}_s \rangle \right),$$

where $\tilde{\phi}_\sigma$ denotes the scalar field in the instantaneous adiabatic direction which is defined by the basis vector $\tilde{e}^I_\sigma$ in equation (2.44) as $\tilde{\phi}_\sigma \equiv G_{IJ} \phi^I \tilde{e}^J_\sigma/c_s$ and $\tilde{\phi}_s$ denotes the scalar field in the instantaneous entropic direction which is defined by the basis vector $\tilde{e}^I_s$ in equation (2.45) as $\tilde{\phi}_s \equiv G_{IJ} \phi^I \tilde{e}^J_s c_s$ because we have the relation $\phi^I = \tilde{\phi}^I_\sigma \tilde{e}^I_\sigma + \tilde{\phi}^I_s \tilde{e}^I_s$. Note that the subscripts $\tilde{\sigma}$ and $\tilde{s}$ denote the
derivatives with respect to $\tilde{\phi}_\sigma$ and $\tilde{\phi}_s$ respectively and the subscript $*$ means that the quantity is evaluated at the sound horizon exit at $t = t_1$. Note also that we ignored the cross term $\tilde{Q}_s^* \tilde{Q}_s$ because we assume that the two fields are independent quantum fields around the sound horizon exit and hence this term does not contribute to the vacuum expectation value of the correlation functions of the curvature perturbation.

### 2.4 Calculation of the local type non-Gaussianity

Let us introduce the local type non-Gaussianity in this section following the references [36, 48, 54]. The non-linearity in the curvature perturbation which produces the local type non-Gaussianity is often given by

\[
R = R_n - \frac{3}{5} f_{\text{local}}^{\text{NL}} \left( R_n^2 - \langle R_n^2 \rangle \right),
\]  

(2.138)

where $R_n$ obeys Gaussian statistics. The Fourier transformation of the quadratic part is written as

\[
R_n^2 = \int \frac{d^3k}{(2\pi)^3} \left[ R_n \ast R_n \right](k) e^{ik \cdot x},
\]  

(2.139)

where we can easily derive the relation

\[
\left[ R_n \ast R_n \right](k) = \int \frac{d^3q}{(2\pi)^3} R_n(q) R_n(k - q),
\]  

(2.140)

by using the inverse Fourier transformation. Note that $\ast$ denotes the convolution operation.
Then, the three point function of the curvature perturbation reads

\[
\langle R (k_1) R (k_2) R (k_3) \rangle = - \frac{3}{5} f_{\text{NL}}^{\text{local}} \langle R_n (k_1) R_n (k_2) \rangle \langle R_n (k_3) \rangle + 2 \text{ cyclic terms}
\]

\[
- \langle R_n (k_1) R_n (k_2) \rangle \langle R_n (q) R_n (k_3 - q) \rangle + \langle R_n (k_1) R_n (q) \rangle \langle R_n (k_2) R_n (k_3 - q) \rangle
\]

\[
+ \langle R_n (k_1) R_n (k_3 - q) \rangle \langle R_n (k_2) R_n (q) \rangle \}
\]

\[
= - \frac{3}{5} f_{\text{NL}}^{\text{local}} (2\pi)^3 \int dq^3 \{ \delta^{(3)} (k_1 + q) \delta^{(3)} (k_2 + k_3 - q) \langle R_n^2 \rangle (k_1) \langle R_n^2 \rangle (k_2)
\]

\[
+ \delta^{(3)} (k_1 + k_3 - q) \delta^{(3)} (k_2 + q) \} \langle R_n^2 \rangle (k_1) \langle R_n^2 \rangle (k_2) + \cdots
\]

\[
= - \frac{3}{10} f_{\text{NL}}^{\text{local}} (2\pi)^7 \frac{1}{k_1^2 k_2^2 k_3^2} \delta^{(3)} (k_1 + k_2 + k_3) + \cdots ,
\]

(2.141)

where we have used Wick’s theorem (see [7]) to decompose the four point function into the combinations of the two point functions, the vacuum expectation value of equation (2.139) to obtain the Fourier mode of \( \langle R_n^2 \rangle \) and the following relations

\[
\langle R_n (k) R_n (k') \rangle = (2\pi)^3 \delta^{(3)} (k + k') \langle R_n^2 \rangle (k) ,
\]

(2.142)

\[
\mathcal{P}_R = \frac{k^3}{2\pi^2} \langle R_n^2 \rangle (k) .
\]

(2.143)

Note that the three point functions of quantities which obey Gaussian statistics vanish and \( \cdots \) denotes the terms which come from the 2 cyclic terms. From equation (2.141), the bispectrum of the curvature perturbation is given by

\[
\langle R (k_1) R (k_2) R (k_3) \rangle = - (2\pi)^7 \delta^{(3)} (k_1 + k_2 + k_3) (\mathcal{P}_R)^2 F (k_1, k_2, k_3) ,
\]

(2.144)

where

\[
F (k_1, k_2, k_3) = \left( \frac{3}{10} f_{\text{NL}}^{\text{local}} \right) \left( \frac{1}{k_1^2 k_2^2} + \frac{1}{k_2^2 k_3^2} + \frac{1}{k_3^2 k_1^2} \right) .
\]

(2.145)

In single field DBI inflation models, \( f_{\text{NL}}^{\text{local}} \) is obtained in terms of the slow-roll parameters. If we take a squeezed limit in which \( k_3 \to 0 \) and \( k_1 = k_2 = \tilde{k} \), the
function \((2.123)\) reads
\[
\lim_{k_3 \to 0} A^{DBI} = \frac{k^3}{4c_s^2} (2\epsilon + \eta - 3s). \tag{2.146}
\]

Note that the first term in the function \((2.123)\) vanishes in this limit. Comparing the three point function \((2.122)\) defined with the function \((2.146)\) with the local type three point function \((2.144)\) defined with the function \((2.145)\) in the squeezed limit, we obtain
\[
f_{NL}^{local} = \frac{5c_s^2}{12} (2\epsilon + \eta - 3s). \tag{2.147}
\]
Therefore, \(f_{NL}^{local}\) in single field DBI inflation models is of the order of the slow-roll parameters.

### 2.5 Observables in multi-field inflation

In this section, we review the dynamics of multi-field inflation models and introduce the observables in multi-field DBI inflation models following [17].

Let us define an entropy perturbation as
\[
S = c_s \frac{H}{\dot{\sigma}} Q_s = \frac{H \sqrt{c_s}}{\dot{\sigma}} \tilde{Q}_s, \tag{2.148}
\]
where \(\tilde{Q}_s\) is defined in equation \((2.47)\). The relation between the curvature perturbation and the entropy perturbation is given by
\[
\dot{R} = \frac{\xi}{a} S + \frac{H}{H} \frac{c_s^2 k^2}{a^2} A, \tag{2.149}
\]
where \(A\) is defined in equation \((2.6)\) and \(\xi\) is defined in equation \((2.53)\). We see that the entropy perturbation is the only source of the curvature perturbation on super-horizon scales. As shown in [17], the interaction parameter \(\xi\) is directly related to the bending of the background trajectory. When there is a curve in the trajectory in the field space resulting in the rotation of the adiabatic/entropy basis, \(\xi\) takes a non-zero value. On super-horizon scales, the evolution of those perturbations are given by
\[
\dot{R} \approx \alpha HS, \quad \dot{S} \approx \beta HS, \tag{2.150}
\]
where
\[ \alpha = \frac{\Xi}{c_s H}, \]  
\[ \beta = \frac{s}{2} - \frac{\eta}{2} - \frac{1}{3H^2} \left( \mu_s^2 + \frac{\Xi^2}{c_s^2} \right), \]
and
\[ \Xi = \frac{c_s}{a} \xi. \]

When such a conversion from the entropy perturbation to the curvature perturbation exists, from equations (2.150) we quantify the conversion as
\[ \left( \begin{array}{c} \mathcal{R} \\ S \end{array} \right) = \left( \begin{array}{cc} 1 & T_{RS} \\ 0 & T_{SS} \end{array} \right) \left( \begin{array}{c} \mathcal{R} \\ S \end{array} \right)_*, \]
where the subscript * indicates that the corresponding quantity is evaluated at sound horizon crossing \( k c_s = a H \) with
\[ T_{RS}(t, t) = \int_{t_*}^t \alpha(t') T_{SS}(t, t') H(t') dt', \]
\[ T_{SS}(t, t) = \exp \left( \int_{t_*}^t \beta(t') H(t') dt' \right). \]

Hence, the power spectra of the curvature perturbation is given by
\[ P_R = (1 + T_{RS}^2) P_{R*}, \]
where \( P_{R*} \) is given by equation (2.59) if the slow-roll parameters and \( \xi/aH \) are much smaller than unity around the horizon crossing. If we define
\[ \sin \Theta \equiv \frac{T_{RS}}{\sqrt{1 + T_{RS}^2}}, \quad \cos \Theta \equiv \frac{1}{\sqrt{1 + T_{RS}^2}}, \]
the final value of the power spectrum of the curvature perturbation is given by
\[ P_R = \frac{P_{R*}}{\cos^2 \Theta} = \left( \frac{H^2}{8\pi^2 c_s} \right) \frac{1}{\cos^2 \Theta}. \]

From equations (1.90) and (2.159), the tensor-to-scalar ratio is given by
\[ r = 16 \epsilon c_s \cos^2 \Theta. \]
The spectral index for the curvature perturbation is obtained from equations (1.86) and (2.159) if we assume all the slow-roll parameters (2.34) are much smaller than unity as

\[
n_R = \frac{d \ln P_R}{d \ln k} + 1
\]

\[
= n_{R*} + H_*^{-1} \sin(2\Theta) \frac{\partial T_{RS}}{\partial t^*}
\]

\[
= n_{R*} - \alpha_* \sin(2\Theta) - 2\beta_* \sin^2 \Theta,
\]

with

\[
n_{R*} - 1 = -2\epsilon_* - \eta_* - s_*,
\]

where we have used

\[
H_*^{-1} \frac{\partial T_{SS}}{\partial t^*} = -T_{SS} \beta_*, \quad H_*^{-1} \frac{\partial T_{RS}}{\partial t^*} = -\alpha_* - T_{RS} \beta_*,
\]

which are obtained from equations (2.155) and (2.156). Note that we have also used \(d \ln k = H^* dt^*\) which is valid with the slow-roll approximation. Because the slow-roll parameters (2.34) are expressed in terms of the slow-roll parameters (1.72) and (1.73) as

\[
\epsilon = \tilde{\epsilon}, \quad \eta = -2\tilde{\eta} + 4\epsilon, \quad s = 0,
\]

in the standard slow-roll inflation models, we see that the spectral index (2.162) is consistent with the spectral index (1.89) in the canonical slow-roll inflation models. The calculation of the bispectrum of the curvature perturbation in two-field DBI inflation models is given in [19]. The third order action with the decomposition (2.23) at the leading order with the slow-roll approximation and the small sound speed limit \(c_s \ll 1\) is given by

\[
S_{(3)} = \int dt \, d^3x \left\{ \frac{a^3}{2c_s^3 \tilde{\sigma}} \left[ \tilde{Q}_\sigma^3 + c_s^2 \tilde{Q}_s \tilde{Q}_s^2 \right] - \frac{a}{2c_s^3 \tilde{\sigma}} \left[ \tilde{Q}_\sigma (\nabla Q_\sigma)^2 - c_s^2 \tilde{Q}_s (\nabla Q_s)^2 + 2c_s^2 \tilde{Q}_s \nabla Q_\sigma \nabla Q_s \right] \right\},
\]

where we have used the fact that \(f \sim 1/\tilde{\sigma}^2\) is valid in the small sound speed limit. With the third order action (2.165), the three-point functions of the scalar field perturbations are obtained using the in-in formalism as introduced in section 2.2.
as

\[
\langle Q_\sigma (k_1) Q_\sigma (k_2) Q_\sigma (k_3) \rangle = -(2\pi)^3 \delta^{(3)} (k_1 + k_2 + k_3) \frac{H^4}{\sqrt{2\epsilon c_s^2 (P_X)^{3/2}}} \prod_{i=1}^{3} k_i \mathcal{A}_{Q_\sigma Q_\sigma Q_\sigma}^\text{DBI} (k_1, k_2, k_3),
\]

(2.166)

where

\[
\mathcal{A}_{Q_\sigma Q_\sigma Q_\sigma}^\text{DBI} = \frac{1}{c_s^2} \left[ -\frac{3 k_1^2 k_2^2 k_3^2}{2 K^3} - \frac{k_1^2 k_2 \cdot k_3}{4K} \left( 1 + \frac{k_2 + k_3}{K} + 2 \frac{k_2 k_3}{K^2} \right) + 2 \text{ cyclic terms} \right],
\]

(2.167)

and

\[
\langle Q_\sigma (k_1) Q_s (k_2) Q_s (k_3) \rangle = -(2\pi)^3 \delta^{(3)} (k_1 + k_2 + k_3) \frac{H^4}{\sqrt{2\epsilon c_s^2 (P_X)^{3/2}}} \prod_{i=1}^{3} k_i \mathcal{A}_{Q_\sigma Q_s Q_s}^\text{DBI} (k_1, k_2, k_3),
\]

(2.168)

where

\[
\mathcal{A}_{Q_s Q_s Q_s}^\text{DBI} = \frac{1}{c_s^2} \left[ -\frac{1}{2} \frac{k_1^2 k_2^2 k_3^2}{K^3} - \frac{k_1^2 k_2 \cdot k_3}{4K} \left( 1 + \frac{k_2 + k_3}{K} + 2 \frac{k_2 k_3}{K^2} \right) + \frac{k_3^2 k_1 \cdot k_2}{4K} \left( 1 + \frac{k_1 + k_2}{K} + 2 \frac{k_1 k_2}{K^2} \right) \right],
\]

(2.169)

and all other three-point functions of the field perturbations vanish. It is obvious that the three-point function of the adiabatic field perturbation \((2.166)\) coincides with the three-point function of the field perturbation in the single field case \((2.120)\) at the leading order in the small sound speed limit \(c_s \ll 1\). Using the \(\delta N\) formalism \((2.134)\) with equation \((2.136)\), the three point function of the curvature
perturbation is given by

\[
\langle R(\mathbf{k}_1) R(\mathbf{k}_2) R(\mathbf{k}_3) \rangle = \sum_{I,J,K=\sigma,s} N_{IJ} N_{JK} \langle Q^*_I(\mathbf{k}_1) Q^*_J(\mathbf{k}_2) Q^*_K(\mathbf{k}_3) \rangle \\
+ \sum_{I,J,K=\sigma,s} \frac{N_{IJ} N_{JK}}{2} \langle ([Q^*_I * Q^*_J](\mathbf{k}_1)) - \langle [Q^*_I * Q^*_J](\mathbf{k}_1) \rangle \rangle Q^*_J(\mathbf{k}_2) Q^*_K(\mathbf{k}_3) \\
+ \sum_{I,J,K=\sigma,s} \frac{N_{IJ} N_{JK}}{2} \langle Q^*_I(\mathbf{k}_1) \rangle \langle [Q^*_J * Q^*_K](\mathbf{k}_2) - \langle [Q^*_J * Q^*_K](\mathbf{k}_2) \rangle \rangle Q^*_K(\mathbf{k}_3) \\
+ \sum_{I,J,K=\sigma,s} \frac{N_{IJ} N_{KK}}{2} \langle Q^*_I(\mathbf{k}_1) \rangle \langle Q^*_J(\mathbf{k}_2) \rangle \langle [Q^*_K * Q^*_J](\mathbf{k}_3) - \langle [Q^*_K * Q^*_J](\mathbf{k}_3) \rangle \rangle \rangle,
\]

(2.170)

where the subscript * denote a quantity evaluated at the horizon exit. If we assume that the slow-roll parameters (2.34) and the sound speed \(c_s\) are much smaller than unity at the horizon exit, from equations (2.24), (2.148) and (2.154) compared with equation (2.136), we obtain

\[
N_{,\sigma} = \frac{H}{\dot{\sigma}}, \quad N_{,s} = T_{RS} \left( \frac{c_s H}{\dot{\sigma}} \right),
\]

(2.171)

while we have the relations

\[
N_{,\bar{\sigma}} = \frac{H \sqrt{c_s}}{\dot{\sigma}}, \quad N_{,\bar{s}} = T_{RS} \left( \frac{H \sqrt{c_s}}{\dot{\sigma}} \right),
\]

(2.172)

from equations (2.50), (2.148) and (2.154) compared with equation (2.137). With equations (2.171) and (2.172), the first line in the right hand side of equation (2.170) is given by

\[
\langle R(\mathbf{k}_1) R(\mathbf{k}_2) R(\mathbf{k}_3) \rangle^{(3)} = \sum_{I,J,K=\sigma,s} N_{IJ} N_{JK} \langle Q^*_I(\mathbf{k}_1) \rangle \langle Q^*_J(\mathbf{k}_2) \rangle \langle Q^*_K(\mathbf{k}_3) \rangle \\
= N_{,\sigma}^3 \langle Q^*_\sigma(k_1) Q^*_\sigma(k_2) \rangle + N_{,\sigma} N_{,s}^1 \langle Q^*_\sigma(k_1) \rangle \langle Q^*_\sigma(k_2) \rangle \langle Q^*_s(k_3) \rangle \rangle + 2 \text{ cyclic terms} \\
= N_{,\bar{\sigma}}^3 \langle \tilde{Q}^*_\sigma(k_1) \rangle \langle \tilde{Q}^*_\sigma(k_2) \rangle \langle \tilde{Q}^*_s(k_3) \rangle \rangle + N_{,\bar{s}}^1 \langle \tilde{Q}^*_\sigma(k_1) \rangle \langle \tilde{Q}^*_\sigma(k_2) \rangle \langle \tilde{Q}^*_s(k_3) \rangle \rangle + 2 \text{ cyclic terms} \\
= \left( \frac{H}{\dot{\sigma}} \right)^3 \langle Q^*_\sigma(k_1) \rangle \langle Q^*_\sigma(k_2) \rangle \langle Q^*_s(k_3) \rangle \rangle (1 + T_{RS}^2) \\
= \left( \frac{H \sqrt{c_s}}{\dot{\sigma}} \right)^3 \langle \tilde{Q}^*_\sigma(k_1) \rangle \langle \tilde{Q}^*_\sigma(k_2) \rangle \langle \tilde{Q}^*_s(k_3) \rangle \rangle (1 + T_{RS}^2),
\]

(2.173)
from equations (2.49), (2.167) and (2.169). From equations (2.124), (2.127), (2.159) and (2.173), we obtain
\[
\mathcal{f}_{\text{equil}}^{NL} = -\frac{35}{108} \left( \frac{1}{c_s^2} - 1 \right) \frac{1}{1 + T_{R,S}^2} = -\frac{35}{108} \left( \frac{1}{c_s^2} - 1 \right) \cos^2 \Theta. \tag{2.174}
\]

All the four-point functions in equation (2.170) come from the quadratic terms in equation (2.136). Actually, the quadratic terms in equation (2.136) correspond to the quadratic term in equation (2.138) and we obtain the local type non-Gaussianity as in equation (2.141). From equation (2.141), it is obvious that only the four-point functions in equation (2.170) with the subscripts \(I = J = K = \sigma\) or \(I = J = K = s\) have non-zero values. Therefore, from equations (2.136) and (2.138), we obtain the relation
\[
\frac{3}{5} \mathcal{f}_{\text{local}}^{NL} = \frac{1}{2} N_{,\sigma} N_s^2 \times \frac{c_s^4}{\{ (c_s N,)^2 + N_s^2 \}^2} + \frac{1}{2} N_{,s} N_s^2 \times \frac{1}{\{ (c_s N,)^2 + N_s^2 \}^2}, \tag{2.175}
\]
where we used the relation
\[
\mathcal{P}_R = (c_s N,)^2 + N_s^2 \mathcal{P}_{Q,} = \{ (c_s N,)^2 + N_s^2 \} \mathcal{P}_{Q,}, \tag{2.176}
\]
which is obtained from equations (2.61), (2.154) and (2.171) assuming the slow-roll parameters and the sound speed are much smaller than unity at the horizon exit. Considering the definitions of the derivatives of \(N\) with respect to \(\tilde{\phi}_\sigma\) and \(\tilde{\phi}_s\) in equation (2.137), we obtain
\[
N_{,\sigma} = \frac{N_{,\sigma}}{\sqrt{c_s}}, \quad N_{,\sigma} = \frac{N_{,\sigma}}{c_s}, \quad N, = \sqrt{c_s} N, , \quad N_{,s} = c_s N_{,ss}, \tag{2.177}
\]
from the relations \(\phi_\sigma = \tilde{\phi}_\sigma \sqrt{c_s}\) and \(\phi_s = \tilde{\phi}_s / \sqrt{c_s}\) which come from the definitions of \(\tilde{\phi}_\sigma\) and \(\tilde{\phi}_s\) in equation (2.137). From equations (2.175) and (2.177), we have
\[
\mathcal{f}_{\text{local}}^{NL} = \frac{5}{6} \frac{c_s^4 N_{,\sigma} N_s^2 + N_{,ss} N_s^2}{\{ (c_s N,)^2 + N_s^2 \}^2} = \frac{5}{6} \frac{N_{,\sigma} N_s^2 + N_{,ss} N_s^2}{\{ N_s^2 + N_s^2 \}^2}, \tag{2.178}
\]
in the two-field DBI inflation models. When \(N_{,\sigma}\) is smaller or of the same
order as $N_{ss}$ and $N_\sigma$ is smaller or of the same order as $N_s$, we have

$$f_{NL}^{\text{local}} = \frac{5}{6} \frac{N_{ss}}{N_s^2} = \frac{5}{6} \frac{N_{\tilde s\tilde s}}{N_{\tilde s}^2}.$$  \hspace{1cm} (2.179)

because of the small sound speed assumption.
Chapter 3

String inflation

In particle physics, the standard model has been carefully confirmed experimentally. In this model, gravity is mediated by the spin-2 graviton and electromagnetic, weak and strong nuclear forces are mediated by the spin-1 $SU(3) \times SU(2) \times SU(1)$ gauge bosons. Though this model is very successful, it also has several problems [55]. First, we need roughly twenty free parameters in the Lagrangian and we do not know what determines these parameters. Secondly, the unification of gravity with the quantum theory yields the non-renormalisable quantum field theory in which we cannot absorb the divergence with a finite number of counter terms. Thirdly, the theory breaks down at the singularities of general relativity. In this chapter, we first introduce the Dirac-Born-Infeld inflation motivated by string theory, which is thought to be the best candidate so far to able to solve those problems of the standard model. We also see the stringent microphysical constraint combined with the observations that disfavours the single field DBI inflation models. Then, how multi-field DBI inflation can satisfy this constraint is shown. Finally, we introduce some specific models of DBI inflation.

3.1 String theory and Dirac-Born-Infeld (DBI) inflation

The problems of the standard model introduced above can be solved by several ideas. One is the grand unification. This successfully unifies the three gauge fields and predicts one of the free parameters. The second idea is that the space-time has more than 4 dimensions. This opens the possibility of unifying the gauge
interactions and gravity. The third one is the supersymmetry which helps with the divergence and naturalness problems. **String theory** is the only known model which can contain all those three ideas. In this theory, the graviton and all other elementary particles are one dimensional objects, strings [55]. Supersymmetric string theory can be constructed consistently only in 10 dimensions. It was also discovered that the **p-branes** which are extended higher dimensional objects than strings (1-branes) play a fundamental role in the theory. Especially, p-branes on which open strings can end are called the **D-branes**. Roughly speaking, open strings describe the non-gravitational sector. The open strings are attached to the D-branes while the closed strings of the gravitational sector can move freely in the bulk which is the ten dimensional space-time. Classically, this means that matter and radiation field are localised on the brane while gravity propagates in the bulk [50]. In the Dirac-Born-Infeld (DBI) inflation [57, 58, 59], we consider a D3-brane in which our Universe is confined to in the bulk as shown in figure 3.1. As we see below, the inflaton field is a spatial coordinate of the extra dimension in this model. Therefore, we know what inflaton is unlike many other inflation models where the origin of inflaton is not specified.

We consider the bulk whose warped geometry is given by [19]

\[ ds^2 = h^{-1/2} (y^K) g_{\mu\nu} dx^\mu dx^\nu + h^{1/2} (y^K) G_{IJ} (y^K) dy^I dy^J \equiv H_{AB} dY^A dY^B, \tag{3.1} \]

where \( Y^A = \{ x^\mu, y^I \} \) with the indices \( \mu = 0, 1, 2, 3 \) and \( I = 1, ..., 6 \). The kinetic part of the DBI Lagrangian reads

\[ P_{\text{kinetic}} = -T_3 \sqrt{-\det \gamma_{\mu\nu}}, \tag{3.2} \]

where \( T_3 \) is the brane tension of a D3-brane and the induced metric on the D3-brane is defined as

\[ \gamma_{\mu\nu} = H_{AB} \partial_\mu Y^A_{(b)} \partial_\nu Y^B_{(b)}, \tag{3.3} \]

with \( Y^A_{(b)} (x^\mu) = (x^\mu, \eta^I (x^\mu)) \) which are the ten dimensional coordinates which specify the brane position in the bulk where \( x^\mu \) is the four dimensional space-time coordinates on the brane. From equations (3.1) and (3.3), the kinetic part of the Lagrangian (3.2) is rewritten as

\[ P_{\text{kinetic}} = -T_3 h^{-1} \sqrt{-g} \sqrt{\det (\delta^\mu_\nu + h_{IJ} \partial^\mu \eta^I \partial_\nu \eta^J)}. \tag{3.4} \]
Figure 3.1: Schematic figure of the D3-brane in the bulk which is the ten dimensional space-time. The $\phi$ axis represents an extra dimension. We have six extra dimensions in total. The other two axes represent two of the dimensions of our four dimensional Universe. The brane fluctuates in the $\phi$ direction and this corresponds to the scalar field perturbation.

Let us rescale the variables as

$$f = \frac{h}{T_3}, \quad \phi^I = \sqrt{T_3} \eta^I.$$  \hspace{1cm} (3.5)

Then, by adding the potential term which comes from the brane’s interactions with the bulk fields and other branes, we obtain the DBI Lagrangian as

$$P (X^{IJ}, \phi^I) = -\frac{1}{f(\phi^I)} \left( \sqrt{\mathcal{D}} - 1 \right) - V(\phi^I),$$  \hspace{1cm} (3.6)

where

$$\mathcal{D} = \det \left( \delta^\mu_\nu + fG_{IJ} \partial^\mu_\nu \phi^J \partial^\nu_\nu \phi^I \right).$$  \hspace{1cm} (3.7)
We can express the determinant of $4 \times 4$ matrix (3.7) as the determinant of $N \times N$ matrix in terms of $X^I_J = G_{IK}X^{KJ}$ as

$$D = \det \left( \delta^I_J - 2fX^I_J \right).$$

(3.8)

Then, as shown in [17], the $N \times N$ matrix can be expressed by

$$D = 1 - 2f\tilde{X},$$

(3.9)

with

$$\tilde{X} \equiv X + F \left( X^{IJ}, \phi^K \right),$$

(3.10)

where

$$F \left( X^{IJ}, \phi^K \right) = -2fX^I_JX^J_I + 4f^2X^I_JX^J_KX^K_I - 8f^3X^I_JX^J_KX^K_LX^L_I.$$  

(3.11)

note that $[ ]$ denotes the antisymmetric bracket. From equations (3.6), (3.9) and (3.10), we can see that the DBI action coincides with the k-inflation action (2.20) if $F = 0$. In single field cases ($I = 1$), it is clear that $F$ vanishes and we have

$$D = 1 + f(\phi)\partial_\mu \phi \partial^\mu \phi.$$  

(3.12)

Even in multi-field cases, if we consider homogeneous scalar fields whose spatial derivatives vanish, $F = 0$ in the background because of the anti-symmetrisation on field indices in equation (3.11). However, even in these cases, the scalar field perturbations are inhomogeneous and $F$ does not vanish if we consider the perturbations. Therefore, the dynamics of the perturbations in multi-field DBI inflation models is different from that in the multi-field k-inflation models as we saw in chapter 2. We can obtain the equations of motion for the scalar fields by varying the action (2.1) with the DBI Lagrangian (3.6) with respect to the scalar fields as

$$G_{IJ} \left( \ddot{\phi}^I + 3H\dot{\phi}^I - \frac{C_s}{C_s} \phi^I \right) + \left( G_{IJK} - \frac{1}{2} G_{IKJ} \right) \dot{\phi}^J \phi^K + c_s V_{,J} - \frac{(1 - c_s)^2 f_J}{2 f^2} = 0,$$

(3.13)

where $_,J$ denotes the partial derivative with respect to $\phi^J$. If $G_{IJ} (\phi^K)$ takes a simple diagonal form, $G_{IJ} (\phi^K) = A_I (\phi^K) \delta_{IJ}$, the field equations for the scalar
fields are given by
\[ A_I \left( \dot{\phi}^I + 3H \dot{\phi}^I - \frac{\dot{c}_s}{c_s} \dot{\phi}^I \right) + \sum_J A_{IJ} \dot{\phi}^I \dot{\phi}^J - \frac{1}{2} A_{II} \left( \dot{\phi}^I \right)^2 + c_s V_{,J} - \frac{(1 - c_s)^2}{2} f_J \frac{f_I}{f^2} = 0, \] (3.14)

and the sound speed is given by
\[ c_s = \sqrt{1 - f \sum_I A_I \left( \phi^I \right)^2}, \] (3.15)

note that the Einstein summation convention is not used in equations (3.14) and (3.15). The Friedmann equation for the general inflation is derived as the time-time component of the Einstein equations which are obtained by varying the action (2.1) with respect to the metric \( g_{\mu\nu} \) as
\[ H^2 = \frac{1}{3M_P^2} \left( 2P_{<IJ>} X^{IJ} - P \right), \] (3.16)

we also obtain
\[ \dot{H} M_P^2 = -X^{IJ} P_{<IJ>}, \] (3.17)

by combining the derivative of the Friedmann equation (1.16) with respect to time and the continuity equation (1.18) with the Planck mass \( M_P \). In the cases of the DBI inflation, the following equations hold [17] as
\[ P_{<IJ>} = c_s \tilde{G}_{IJ}, \] (3.18)
\[ \tilde{G}^I_J = \frac{1}{2} \left( \frac{\dot{c}_s}{c_s} - 1 \right) c_s e^I e_J, \] (3.19)

and
\[ \delta^I_J = \frac{1}{2fX} \left( \hat{\phi}^I \hat{\phi}^J / 2 \right) \] in the homogeneous background. Substituting equation (3.18) into the Friedmann equation (3.16), we obtain
\[ 3H^2 M_P^2 = \frac{1}{f \left( \phi^I \right)} \left( \frac{1}{c_s} - 1 \right) + V \left( \phi^I \right), \] (3.21)
and in a similar way, equation (3.17) in the DBI inflation reads

$$\dot{H} M_P^2 = -\frac{1}{2f(\phi)} \left( c_s - \frac{1}{c_s} \right) = -\frac{X}{c_s}. \tag{3.22}$$

where $X = G_{IJ} \dot{\phi}^I \dot{\phi}^J / 2$ in the homogeneous background.

### 3.2 Constraints on DBI inflation from the CMB observation

In this section, we introduce single field DBI inflation models and some cosmological parameters whose values can be constrained by the observations of the Cosmic Microwave Background (CMB). Then, the observational constraints on a simple model are studied. Finally, we see the general observational constraints together with the theoretical constraints from string theory that disfavour the single field models.

#### 3.2.1 Single field DBI inflation

In the single field DBI model, the Friedmann equation (3.21) reads

$$H^2 = \frac{1}{3M_P^2} \left( \frac{\gamma^2}{\gamma + 1} \dot{\phi}^2 + V(\phi) \right) = \frac{1}{3M_P^2} \left( \frac{\gamma - 1}{f(\phi)} + V(\phi) \right), \tag{3.23}$$

where $M_P$ is the reduced Planck mass with

$$c_s = \frac{1}{\gamma}$$

$$= \sqrt{1 - 2fX}$$

$$= \sqrt{1 - 2T^{-1}X}, \tag{3.24}$$

where

$$T \equiv f^{-1} = T_\delta / h, \tag{3.25}$$
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and we have \( X = \ddot{\phi}^2 / 2 \) because of the homogeneity. It is useful to know that the sound speed \( c_s \) can be expressed as follows

\[
    c_s \equiv \frac{P_X}{P_X + P_{XX}} = \frac{1}{P_X},
\]

(3.26)

in the DBI inflation because of the special form of the kinetic term. The equation of motion for the scalar field (3.13) in the single field cases reads

\[
    \ddot{\phi} + 3 H \dot{\phi} - \frac{c_s}{c_s} \dot{\phi} + c_s \partial_\phi \left( V + \frac{c_s - 1}{f} \right) = 0.
\]

(3.27)

Slow roll parameters (2.34) in single field DBI inflation models are given as follows

\[
    \epsilon = -\frac{\dot{H}}{H^2} = \frac{X P_X}{M_p^2 H^2} = \frac{2 M_p^2}{\gamma} \left( \frac{H'}{H} \right)^2,
\]

(3.28)

\[
    \eta = 2 \epsilon - \frac{2 M_p^2}{\gamma} \frac{H''}{H} + s,
\]

(3.29)

\[
    s = \frac{\dot{c}_s}{c_s H} = \frac{2 M_p^2}{\gamma} \frac{H' \gamma'}{H \gamma}.
\]

(3.30)

Let us use a new slow-roll parameter

\[
    \tilde{\eta} = \frac{2 M_p^2}{\gamma} \frac{H''}{H},
\]

(3.31)

instead of \( \eta \) in this section. By varying the action with respect to the metric, we obtain the energy momentum tensor. In the FRW metric, we can obtain the energy density and the pressure

\[
    \rho = \frac{\gamma}{f} + (V - f^{-1}),
\]

(3.32)

\[
    \rho = -\frac{1}{f \gamma} - (V - f^{-1}).
\]

(3.33)

By differentiating the Friedmann equation and substituting equation (1.18), we obtain

\[
    \dot{\phi} = -\frac{2 M_p^2 H'}{\gamma} = -\frac{2 M_p^2 H'}{\sqrt{1 + 4 M_p^4 T^{-1} H^2}}.
\]

(3.34)

Note that we used equations (3.32) and (3.33) to derive equation (3.34). The amplitudes and spectral indices of the two point functions of the scalar and tensor
perturbations in single field DBI inflation models are given by

$$P_R = \frac{1}{8\pi^2 M_p^2 c_s \epsilon} \frac{H^2}{4\pi^2 \dot{\phi}^2},$$  \hspace{1cm} (3.35)$$

$$P_T = \frac{2}{\pi^2 M_p^2} \frac{H^2}{c_s},$$  \hspace{1cm} (3.36)$$

$$1 - n_s = 4\epsilon - 2\bar{\eta} + 2s,$$  \hspace{1cm} (3.37)$$

$$n_t = -2\epsilon,$$  \hspace{1cm} (3.38)$$

where $P_S$ and $P_T$ are amplitudes of the two-point functions of the scalar and tensor perturbations, and $n_s$ and $n_t$ are the spectral indices for the scalar and tensor perturbations respectively. The tensor to scalar ratio is defined as

$$r \equiv \frac{P_T}{P_R} = -8c_s n_t = 16c_s \epsilon.$$  \hspace{1cm} (3.39)$$

Hence, a sound speed different from unity leads to a violation of the standard inflationary consistency equation. A more important consequence of a small sound speed is that departures from pure Gaussian statistics may be large. In DBI inflation, the bispectrum of the curvature perturbation defined by equation (1.93) has a peak at the equilateral triangle made of $k_1$, $k_2$ and $k_3$ as we saw in section 2.2. The amplitude of the bispectrum at the equilateral limit is defined as $f_{\text{equil}}^{\text{NL}}$ as given in equation (2.127). Finally, combining equations (2.127), (3.22), (3.24), (3.28), (3.35) and (3.39), we can obtain

$$T_\ast \frac{M_p^4}{16 r^2 P_s^2} \left( 1 + \frac{1}{3 f_{\text{equil}}^{\text{NL}}} \right),$$  \hspace{1cm} (3.40)$$

where ‘$\ast$’ means quantities evaluated during the observable inflation.

### 3.2.2 Analysis of a simple model

We study the observational constraints in a simple model with a quadratic potential following [57] [58] in this section. Let us consider a single field DBI inflation model with a warp factor

$$f(\phi) = \frac{\lambda}{\phi^4},$$  \hspace{1cm} (3.41)$$
with a constant $\lambda$, and a potential

$$V(\phi) = m^2 \phi^2,$$  \hspace{1cm} (3.42)

where $m$ is the mass of inflaton. From equations (3.23) and (3.34), we obtain

$$V = 3M_P^2 H^2 - \sqrt{1 + 4M_P^4 T^{-1} H'^2} + \frac{1}{f},$$

$$= 3M_P^2 H^2 - \sqrt{1 + 4M_P^4 \lambda H^2 / \phi^4 / \lambda^2} + \phi^4 / \lambda,$$

where we used equation (3.41). In order to investigate the late time dynamics when $\phi$ is small, let us use the simple anzatz,

$$H = h_1 \phi + \ldots.$$  \hspace{1cm} (3.44)

By substituting equation (3.44) into equation (3.43), we obtain the contributions to the coefficient of the quadratic term from both the $H^2$ term and the square root term. We find the potential is given by

$$V = \left(3h_1^2 - 2h_1 \sqrt{\lambda} \right) M_P^2 \phi^2 + \mathcal{O}(\phi^4) = m^2 \phi^2,$$  \hspace{1cm} (3.45)

which means that the $\mathcal{O}(\phi^4)$ terms vanish if we take into account all the terms in equation (3.44). By substituting the ansatz (3.44) into equation (3.34), we obtain

$$\dot{\phi} = \frac{-2h_1 \phi^2}{\sqrt{\phi^4 / M_P^4 + 4M_P^4 h_1^2}},$$  \hspace{1cm} (3.46)

where we used equation (3.41). Because we assume $\phi / M_P \ll 1$, we simply ignore the $\phi^4$ term in the denominator and obtain the solution of the differential equation as

$$\phi \approx \sqrt{\lambda} t.$$  \hspace{1cm} (3.47)

Combining equation (3.47) with the ansatz (3.44), we find the late time behaviour of the scale factor as

$$a(t) = a_0 t^{h_1 \sqrt{\lambda}},$$  \hspace{1cm} (3.48)

where $a_0$ is constant. When the sound speed is small $c_s \ll 1$, the Friedmann equation (3.23) can be solved for $\gamma$ with equations (3.41), (3.42), (3.44) and
\begin{align}
\gamma & \approx f \left( 3M_P^2 H^2 - V \right) \\
& = t^2 \left( 3M_P^2 h_1^2 - m^2 \right) \\
& = \frac{2M_P^2 h_1}{\sqrt{\lambda}} t^2,
\end{align}

(3.49)

where equation (3.45) was used to derive the last equality. From equations (3.44), (3.47) and (3.49), the slow-roll parameter \( \epsilon \) (3.28) reads

\begin{equation}
\epsilon = \frac{1}{h_1 \sqrt{\lambda}}.
\end{equation}

(3.50)

When \( \epsilon \ll 1 \), from equations (3.45) and (3.50), we obtain the relation

\begin{equation}
m^2 = \left( 3h_1^2 - \frac{2h_1^2}{h_1 \sqrt{\lambda}} \right) M_P^2 = 3h_1^2 \left( 1 - \frac{2\epsilon}{3} \right) M_P^2 \approx 3h_1^2 M_P^2.
\end{equation}

(3.51)

From equations (3.44), (3.47), (3.49), (3.50) and (3.51), we obtain

\begin{equation}
\phi = \sqrt{\lambda} t, \quad \gamma = c_s^{-1} = \sqrt{\frac{4}{3\lambda}} M_P m t^2, \quad H = \frac{1}{\epsilon t}, \quad \epsilon = \sqrt{\frac{3 M_P}{\lambda m}},
\end{equation}

(3.52)

when the field \( \phi/M_P \) and the sound speed \( c_s \) are much smaller than unity. With equation (3.52), the power spectrum of the curvature perturbation (3.35) reads

\begin{equation}
\mathcal{P}_R = \frac{1}{8\pi^2 M_P^2 c_s \epsilon} = \frac{1}{4\pi^2 \epsilon^4 \lambda},
\end{equation}

(3.53)

and the spectral index for the scalar perturbation (3.37) is given by

\begin{equation}
1 - n_s = \mathcal{O} \left( \epsilon^2 \right),
\end{equation}

(3.54)

because the slow roll parameters (3.30) and (3.31) are given by

\begin{equation}
\bar{\eta} = 0, \quad s = -2\epsilon,
\end{equation}

(3.55)

with equations (3.44) and (3.52). The tensor to scalar ratio and \( f_{\text{NL}}^{\text{equil}} \) are given by equations (3.39) and (2.127) respectively. If we choose a parameter set so that the observational constraint on the power spectrum of the curvature perturbation is
satisfied with a fixed value of the slow-roll parameter $\epsilon$, the values of all the other observables introduced above are determined. For example, if we take $\epsilon = 1/20$, we obtain

$$\lambda \approx 10^{12},$$  \hspace{1cm} (3.56)

from equation (3.53) with the observational constraint on the curvature perturbation (1.94). From equations (3.52) and (3.56), we obtain the value of the mass of inflaton as

$$\frac{m}{M_P} \approx 3.5 \times 10^{-5}. \hspace{1cm} (3.57)$$

From equations (3.52), (3.56) and (3.57), the sound speed is given by

$$c_s \approx \frac{\phi^2}{40M_P^2}. \hspace{1cm} (3.58)$$

By substituting equation (3.58) into equation (3.39) with $\epsilon = 1/20$, we obtain

$$r \approx \frac{\phi^2}{50M_P^2}, \hspace{1cm} (3.59)$$

where equation (2.127) combined with equation (3.58) gives the value of $f_{\text{equil}}^\text{NL}$ as

$$f_{\text{equil}}^\text{NL} \approx -\frac{35}{108} \left( \frac{1.6M_P^4 \times 10^3}{\phi^4} - 1 \right) \approx \frac{520M_P^4}{\phi^4}, \hspace{1cm} (3.60)$$

where we used the assumption $\phi/M_P \ll 1$. The tensor to scalar ratio (3.59) satisfies the observational constraint (1.95) with a sub-Planckian field value $\phi/M_P < 1$. However, the value of $f_{\text{equil}}^\text{NL}$ in this model exhibits too much deviation from the Gaussian distribution to be compatible with the Planck satellite observations (1.96) because equation (3.60) means $f_{\text{equil}}^\text{NL} > 520$ if we consider a sub-Planckian field value. From equations (3.59) and (3.60), we see that the value of $f_{\text{equil}}^\text{NL}$ becomes even larger if the value of $r$ is smaller. We will see that this relation generally holds in single field DBI inflation models in subsection 3.2.3. Finally, let us mention the meaning of the parameter $\lambda$. If we consider a compactification of string theory on $AdS_5 \times X_5$ where $AdS_5$ is a five dimensional anti De Sitter space and $X_5$ is a five dimensional Einstein manifold, we have the relation

$$\lambda \sim CN, \hspace{1cm} (3.61)$$
where $C$ is a constant which depends on the form of $X_5$ and $N$ is the number of D3-branes. With a specific form of $X_5$, the relation (3.61) is given by $\lambda \sim N$. In this case, we see that the number of the D3-branes $N$ is $10^{12}$ from equation (3.56). However, if we assume that the geometry of $X_5$ is a $Z_n$ orbifold [55], the relation (3.61) is given by $\lambda \sim n^l N$ for which no integer quantum number needs to be particularly large [58].

3.2.3 Observational constraints on single field cases

In this subsection, we will first derive the upper bound of the tensor to scalar ratio $r$ defined in subsection 3.2.1 and introduce the general observational constraints on the single field DBI inflation following the derivation of Lidsey and Huston (2007) [61].

Baumann and McAllister (2006) derived an upper bound on the tensor-scalar ratio by analysing the higher dimensional structure of the manifold as follows [62]. Let us consider a warped geometry whose metric is given by

$$ds^2 = h^{-1/2}(y)g_{\mu\nu}dx^\mu dx^\nu + h^{1/2}(y)g_{ij}dy^idy^j.$$ (3.62)

Let us consider the internal space with a conical throat whose metric is locally of the form

$$g_{ij}dy^idy^j = d\xi^2 + \xi^2ds^2_{X_5}$$ (3.63)

for some five manifold $X_5$. Note that $\xi$ is the radial coordinate in the throat. According to Baumann and McAllister (2006) [62], many such warped throats can be approximated by the the geometry $AdS_5 \times X_5$ with the warp factor

$$h(\xi) = \left(\frac{R}{\xi}\right)^4,$$ (3.64)

where $R$ is the radius of curvature of the AdS space for a small range of $\xi$. Then, in some models, we have the relation [62] [63]

$$\frac{R^4}{(\alpha')^2} = 4\pi g_b N \frac{\pi^3}{\text{Vol}(X_5)},$$ (3.65)

where Vol$(X_5)$ is the dimensionless volume of the space $X_5$ with a unit radius, $\alpha'$ is the inverse string tension, $N$ is the background charge and $g_b$ is the string
coupling. Usually, we expect \( \text{Vol}(X_5) = \mathcal{O}(\pi^3) \).

The following relation between the four dimensional Plank mass \( M_P \), the warped volume of the compact space \( V_6 \), the inverse string tension \( \alpha' \) and the string coupling \( g_s \) is obtained by the dimensional reduction from ten dimensions to four dimensions as

\[
M_P^2 = \frac{V_6}{\kappa_{10}^2},
\]

where \( \kappa_{10}^2 = \frac{1}{2}(2\pi)^7 g_s^2 (\alpha')^4 \). The warped volume of the internal space is defined as

\[
V_6 = \int d^6y \sqrt{g} h(\xi).
\]

In general, the compactified volume is a sum of bulk and throat contributions as

\[
V_6 = V_{6,\text{bulk}} + V_{6,\text{throat}}.
\]

The warped throat contribution is defined as

\[
V_{6,\text{throat}} = \text{Vol}(X_5) \int_0^{\xi_{\text{UV}}} d\xi \xi^5 h(\xi)
= \frac{1}{2} \text{Vol}(X_5) R^4 \xi_{\text{UV}}^2
= 2\pi^4 g_s N (\alpha')^2 \xi_{\text{UV}}^2,
\]

where \( \xi = 0 \) is the radial coordinate at the tip of the throat and \( \xi_{\text{UV}} \) is the radial coordinate where the ultraviolet end of the throat is glued into the bulk. Note that we used equations (3.64) and (3.65) to derive equation (3.69). From equation (3.68), we obtain a conservative upper bound on the throat volume as

\[
V_6 > V_{6,\text{throat}},
\]

and the following inequality from equation (3.66) as

\[
M_P^2 > \frac{V_{6,\text{throat}}}{\kappa_{10}^2}.
\]

Let us now consider the brane inflation in which the scalar fields describe the position of the D3-brane in the bulk. The canonically normalised inflaton field is written as

\[
\phi^2 = T_3 \xi^2, \quad T_3 = \frac{1}{(2\pi)^3 g_s (\alpha')^2}.
\]
In this thesis, we will only consider the ultra-violet (UV) DBI inflation scenario where the brane is moving towards the tip of the throat while it is moving away from the tip of the throat in the infra-red (IR) DBI inflation scenario. Note that $\xi$ is the radial coordinate and hence has the dimension of length [L] while $\phi$ has the dimension of mass [M] because $\sqrt{T_3}$ has the dimension of squared mass $[M^2]$. The maximal radial displacement of the brane in the throat is the length of the throat from the tip $\xi_{\text{IR}} \simeq 0$ to the ultraviolet end $\xi_{\text{UV}}$. One cannot increase the length of the throat arbitrarily because of the inequality

$$\left(\frac{\phi_{\text{UV}}}{M_P}\right)^2 = \frac{T_3\xi_{\text{UV}}^2}{M_P^2} < \frac{T_3\kappa^2_0\xi_{\text{UV}}^2}{V_{6,\text{throat}}},$$

(3.73)

from equations (3.71) and (3.72). Substituting equations (3.69), (3.72) and the definition of $\kappa$ in terms of $g_s$ and $\alpha'$ into the inequality (3.73) gives the important constraint on the maximal field variation in four dimensional Plank units as follows

$$\left(\frac{\phi_{\text{UV}}}{M_P}\right)^2 < \frac{4}{N}.$$  

(3.74)

We can see that the upper bound of the field variation depends only on the background charge $N$ and is independent of the choice of $X_5$. $N = 0$ corresponds to an unwarped throat, and we require $N > 1$ at least and we need $N \gg 1$ in practice for backreaction effects to be negligible.

The condition (3.74) can be converted into a corresponding constraint on the tensor-scalar ratio by using following expression derived by Boubekeur and Lyth (2005) [64]

$$\frac{1}{M_P^2} \left(\frac{d\phi}{dN}\right)^2 = \frac{1}{M_P^2 H^2} \frac{\dot{\phi}^2}{H^2} = \frac{2}{P_X} \left(\frac{X P_{X}}{M_P^2 H^2}\right) = 2\epsilon c_s = \frac{r}{8},$$

(3.75)

where we used equations (3.26), (3.28), (3.39) and $N \equiv \int dt H$. If we integrate equation (3.75) from the tip of the throat ($\phi = 0$) to the end of inflation ($\phi = \phi_{\text{UV}}$)
\( \phi_{\text{end}} \), we can obtain

\[
\frac{\phi_{\text{end}}}{M_P} = \sqrt{\frac{r_*}{8N_{\text{eff}}}}, \tag{3.76}
\]

where \( N_{\text{eff}} \equiv \int_0^{N_{\text{end}}} dN \left( \frac{r}{r_*} \right)^{1/2} \) is a model-dependent parameter that quantifies how \( r \) varies during the final stages of inflation. If we define observable region of inflation as \( \phi = \phi_* \), we have \( \phi_{\text{UV}} > \phi_* > \phi_{\text{end}} > 0 \) because the brane moves towards the tip of the throat in UV DBI inflation. Therefore, combining equations (3.74) and (3.76), we obtain

\[
r_* < \frac{32}{N(N_{\text{eff}})^2}. \tag{3.77}
\]

Typically, one expects \( 30 \lesssim N_{\text{eff}} \lesssim 60 \), though it can be smaller if slow-roll inflation ends after the observable scales cross the horizon. Because we need \( N \gg 1 \) as stated above, the constraint (3.77) imposes a strong restriction on DBI inflationary models. On the other hand, the value of \( N_{\text{eff}} \) is uncertain.

Therefore, we can also try to derive the constraint on the range of values covered by the stages of observable inflation as follows. Firstly, we define \( \Delta \phi_* = T_3 \Delta \xi_* \) as the variation of the inflaton field during the observable inflation. We also have \( V_{6,*} < V_{6,\text{throat}} \) if we define \( V_{6,*} \) as the volume of the part of the throat where inflaton moves during the observable inflation. Combining this inequality with the inequality (3.73) and multiplying \( \Delta \xi_*^2 / \xi_{\text{UV}}^2 \), we have

\[
\left( \frac{\Delta \phi_*}{M_P} \right)^2 < \frac{T_3 \kappa_{10} \Delta \xi_*^2}{V_{6,*}}. \tag{3.78}
\]

Note that \( * \) denotes quantities to be evaluated at the observable epoch. The observation of the CMB that directly constrain the primordial tensor perturbations only cover the multipole values in the range \( 2 \lesssim l \lesssim 100 \). The corresponding scales to this range are leaving the horizon in the e-folds of \( \Delta N \simeq 4 \) during inflation. Therefore, this corresponds to a narrow range of inflaton values. Therefore, the fraction of the throat volume that is observable is derived from equation (3.69) approximately as

\[
|V_{6,*}| \simeq \text{Vol}(X_5)|\Delta \xi_*|\xi_{\text{UV}}^5 h(\xi_*). \tag{3.79}
\]

Because of the inequality \( \xi_* > \xi_{\text{end}} > 0 \) which implies \( \xi_* > |\Delta \xi_*| \), we have

\[
|V_{6,*}| > \text{Vol}(X_5)|\Delta \xi_*|^6 h(\xi_*). \tag{3.80}
\]
Substituting equation (3.40) and the condition (3.80) into equation (3.78) and using \( \kappa_{10}^2 = \pi T_3^{-2} \), we obtain
\[
\left( \frac{\Delta \phi_*}{M_P} \right)^6 < \frac{\pi^3}{16\text{Vol}(X_5)^2} r_s^2 P_s^2 \left( 1 + \frac{1}{3 f_{\text{equil}}^\text{NL}} \right). \tag{3.81}
\]

Note that we used \( \Delta \phi_* = \sqrt{T_3} \Delta \xi_* \) to derive this equation. Hence, using the Lyth’s expression in the form \( (\Delta \phi_*/M_P)^2 \simeq r (\Delta N_*)^2 \) results in a very general upper limit on the tensor-scalar ratio:
\[
r_* < \frac{32\pi^3}{(\Delta N_*)^6\text{Vol}(X_5)} P_s^2 \left( 1 + \frac{1}{3 f_{\text{equil}}^\text{NL}} \right). \tag{3.82}
\]

This condition weakly depends on the non-Gaussianity in the case that \( f_{\text{equil}}^\text{NL} > 5 \) which is still compatible with the Planck satellite observations \[16\] and we may neglect the factor with this parameter. Substituting the Planck normalization \( P_s^2 = 2.23 \times 10^{-9} \[16\] \), the condition (3.82) reads
\[
r_* < \frac{2.23 \times 10^{-6}}{(\Delta N_*)^6\text{Vol}(X_5)}. \tag{3.83}
\]
\( \Delta N_* \sim 1 \) is likely from the observation, whereas \( \text{Vol}(X_5) \simeq \mathcal{O}(\pi^3) \) as stated above \[62\]. Then, we obtain the upper bound on the tensor-scalar ratio for the standard UV DBI inflation
\[
r_* < 10^{-7}. \tag{3.84}
\]
This is significantly below the sensitivity of future CMB polarization experiments \( r \gtrsim 10^{-4} \). Actually, this upper limit results in difficulties for the single field DBI inflation models as follows.

Differentiating equation (3.24) with respect to cosmic time and using equations (3.22) and (3.34), we can express \( \bar{\eta} \) with respect to the other slow-roll parameters as
\[
\bar{\eta} = \pm \frac{M_p^2 |T'| |H'|}{\gamma T H} + s + \frac{s}{\gamma^2 - 1}, \tag{3.85}
\]
where plus (minus) sign corresponds to a brane moving down (up) the warped throat. Then, substituting equation (3.37) in to equation (3.85), we obtain
\[
1 - n_s = 4\epsilon + \frac{2s}{1 - \gamma^2} \mp \frac{2M_p^2 |T'| |H'|}{\gamma T H}, \tag{3.86}
\]
where minus (plus) sign corresponds to a brane moving down (up) the warped throat. In the UV DBI inflation, we take the minus sign, for example. The second term in the right hand side of equation (3.86) can be converted into observable parameter by defining the ‘tilt’ of the non-linearity parameter

\[ n_{NL} \equiv \frac{d \ln f_{\text{equil}}^\text{NL}}{d \ln k}. \]  

(3.87)

If we assume the slow-roll approximation, we have

\[ \frac{d \ln k}{dt} \sim H. \]  

(3.88)

With equations (2.127) and (3.88), equation (3.87) implies

\[ s = \frac{-3 f_{\text{equil}}^\text{NL} n_{NL}}{2(1 + 3 f_{\text{equil}}^\text{NL})}. \]  

(3.89)

Substituting equations (2.127), (3.37) and (3.39) into equation (3.86), we obtain

\[ 1 - n_s = \frac{r}{4} \sqrt{1 + 3 f_{\text{equil}}^\text{NL}} + \frac{n_{NL}}{1 + 3 f_{\text{equil}}^\text{NL}} \pm \sqrt{\frac{r}{8}} \left( \frac{T'}{T M_P} \right). \]  

(3.90)

From equation (3.64), we can see \( \frac{dh}{d\xi} \leq 0 \). Therefore, in the case of the UV DBI inflation, the third term in the right hand side of equation (3.90) is negative definite, which implies that

\[ \frac{r}{4} \sqrt{1 + 3 f_{\text{equil}}^\text{NL}} + \frac{n_{NL}}{1 + 3 f_{\text{equil}}^\text{NL}} > 1 - n_s. \]  

(3.91)

This is a consistency relation in UV DBI inflation. Firstly, let us assume the tensor-scalar ratio is negligible. Because the Planck data strongly favours a red spectral index with \( n_s \sim 0.96 \), \( \epsilon \) cannot be smaller than \( \sim 10^{-2} \) from equation (3.37). Therefore, from equation (3.39), the sound speed must be small as \( c_s \lesssim 10^{-6} \) in order to let \( r \) to be negligible satisfying the condition (3.84). Then, from equation (2.127), \( f_{\text{equil}}^\text{NL} \) is necessarily very large as \( f_{\text{equil}}^\text{NL} \gtrsim 10^{12} \). This is incompatible with the Planck satellite observations which gives the limit \( |f_{\text{equil}}^\text{NL}| < 120 \). In addition to that, we need

\[ n_{NL} \simeq -2s > 3(1 - n_s) f_{\text{equil}}^\text{NL} > 0.1 f_{\text{equil}}^\text{NL}, \]  

(3.92)
to satisfy $1 - n_s > 0.033$. However, when $f_{NL}^{\text{equil}} \gg 1$, this would violate the slow-roll conditions because $|s|$ becomes much larger than unity.

Then, let us assume that $r$ is not negligible. Also in this case, we have a large non-Gaussianity as $f_{NL}^{\text{equil}} \gtrsim 10^{12}$ because the argument about $f_{NL}^{\text{equil}}$ above does not depend on the value of $r$. Again this is too large as stated above. In addition to that, because the second term in the left hand side of equation (3.91) can be neglected when $f_{NL}^{\text{equil}} \gg 1$, we have

$$r_s > \frac{4(1 - n_s)}{\sqrt{3 f_{NL}^{\text{equil}}}} > \frac{1 - n_s}{5},$$

(3.93)

where we used $|f_{NL}^{\text{equil}}| < 120$. $r > 0.002$ for $1 - n_s \simeq 0.038$ that is favoured by the Planck satellite observations for non-negligible $r$ [14], this is incompatible with the upper limit (3.84). Therefore, we conclude that it is difficult for the single field models to satisfy the bounds on $r$ with the Planck data in a single field UV DBI inflation.

### 3.3 Multi-field DBI inflation

Not only because the single field DBI inflation is incompatible with the observation as we saw in the previous section, it is very natural for us to consider the multi-field DBI inflation in the string theory. As mentioned in subsection 3.1, we have ten dimensions in string theory with the supersymmetry. It means that we have six extra dimensions in addition to our usual four dimensional space-time. Therefore, it is quite natural to think that we have multi-field in the DBI inflation because the scalar fields describe the position of the brane in the internal space.

For multi-field DBI inflation, as we see in section 2.5, the observables are different from the single field DBI inflation models. In equations (2.51) and (2.52), we see that $\xi$ quantifies the interaction between the adiabatic and entropic components. Therefore, from equations (2.151), (2.153) and (2.155), we see that $T_{RS} = 0$ if there is no interaction ($\Xi = 0$). Then, let us assume that there is some interaction which is equivalent to $\Xi \neq 0$. In this case, we may have non-zero $T_{RS}$ as long as $\beta \neq 0$. Furthermore, $T_{RS}$ may become even larger if the slow-roll conditions are broken because $\beta$ can be larger with $s > 1$ and $\eta > 1$ and it makes $T_{SS}$ larger as we can see from equations (2.152) and (2.156). Then, $T_{RS}$ can be large and
hence \( \sin \Theta \) can be non-zero as we see in equation \((2.158)\). This makes \( \cos^2 \Theta \) to be smaller than unity and we can clearly see that \( P_R \) is enhanced in this case from equation \((2.159)\). As we introduced in section \(2.5\), the interaction parameter \( \Xi \) takes non-zero value when the trajectory is bent. Therefore, a curve in the background trajectory makes \( |T_{RS}| \) take a non-zero value.

In multi-field DBI inflation models, we have the relation \[ 1 - n_s \simeq \frac{\sqrt{3}|f_{\text{equil}}^{\text{eq}}|'}{4 \cos^3 \Theta} - \frac{\dot{f}}{Hf} + \alpha_* \sin 2\Theta + 2\beta_* \sin^2 \Theta, \quad (3.94) \]

where \( f \) is the warp factor and \( \alpha_* \) and \( \beta_* \) are evaluated at the sound horizon exit using equations \((2.151)\) and \((2.152)\). Equation \((3.94)\) is different from equation \((3.90)\) which is valid for the single field case. In the single field case, the last two terms in equation \((3.94)\) can be neglected and we obtain equation \((3.93)\) if we assume \( \dot{f} > 0 \) because \( \cos \Theta \) is unity in the single field cases. From equation \((3.94)\), we see that the inequality \( 1 - n_s \ll 1 \) is not necessary even if we have very small \( r \) when the transfer function \( T_{RS} \) is large because the last two terms can increase the value of the right hand side of equation \((3.94)\). In this way, we can avoid the observational constraint in the multi-field models. Also, from equation \((2.174)\), we see that \( f_{\text{equil}}^{\text{eq}} \) can take a small value which satisfies the observational constraint even if the sound speed is small as \( c_s \lesssim 10^{-6} \) if \( T_{RS} \) is sufficiently large. Therefore, multi-field DBI inflation models can satisfy the microphysical constraint combined with the observations which are shown in this section. As we saw above, the trajectory in the field space affects the value of \( T_{RS} \). Therefore, we need concrete models to see if there are actual models which satisfy the microphysical constraint.

### 3.4 Specific models

As we saw in section \(3.3\), we need concrete DBI inflation models with specific potentials in order to see if a curve in the background trajectory can make the values of the observables compatible with the observations by numerical calculations. In this section, we briefly explain how we derive a potential in the Lagrangian \((3.6)\) in string theory.

We first explain the reason why we need to consider a specific set-up of the DBI inflation models in string theory. Let us consider brane-anti-brane inflation
models in which a brane and an anti-brane are initially separated by a distance \( r \) on the compactification manifold \( M \). If we assume \( r \gg M^{-1}_{10,P} \) where \( M_{10,P} \) is the ten dimensional Planck scale \([66]\), the force which the brane feels is well approximated by the Coulomb attraction given by \([60]\)

\[
V(\phi) = 2T_3 \left(1 - \frac{1}{2\pi^2} \frac{T_3^3}{M_{10,P}^8 \phi^4}\right),
\]

where \( T_3 \) is the tension of a D3-brane and the canonically normalised field \( \phi = \sqrt{T_3}r \) is defined as in equation (3.5). From equations (1.73) and (3.95), the standard slow-roll parameter \( \tilde{\eta} \) is given by

\[
\tilde{\eta} = - \frac{10}{\pi^3} \left(\frac{L}{r}\right)^6 = -0.3 \left(\frac{L}{r}\right)^6,
\]

where the four dimensional Planck mass is defined as \( M_P^2 = M_{10,P}^8 L^6 \) with the volume of \( M \) that is given by \( L^6 \). Therefore, \( \tilde{\eta} \ll 1 \) is possible only if \( r > L \). However, two branes cannot be separated by a distance \( r \) which is greater than \( L \) which is the size of the manifold \( M \). This is called the \( \eta \) problem. Also, we have a problem in stabilising the moduli fields which control the shape and size of the compactification manifold \([60]\). If we assume that the main contribution to the inflationary energy is from the D3-brane tension, we have

\[
V(\phi, L) \sim \frac{2T_3}{L^{12}},
\]

where \( r \gg M^{-1}_{10,P} \). As we see in equation (3.97), \( L \) is not stabilised and it rolls down the potential to the direction of large \( L \). Therefore, in the absence of a stabilisation mechanism which fixes \( L \) with sufficient mass so that the variation of \( L \) is negligible, we have a steep potential which makes the standard slow-roll parameters (1.72) and (1.73) larger than unity. This is the moduli stabilisation problem.

Even though inflation can occur with steep potentials in the DBI inflation models because the slow-roll parameters (3.28), (3.30) and (3.31) are less than unity even with steep potentials if the sound speed is sufficiently small, new models have been provided to stabilise the undesired moduli fields in string theory. However, explicitly calculable models are scarce. Hence, the warped deformed conifold is an ideal geometry for string inflationary model building as a concrete
calculable model \[67\]. The potential \( (3.95) \) is modified by considering branes and anti-branes in a warped geometry and the \( \eta \) problem is evaded successfully \[60\]. Therefore, we consider a D3-brane in a smooth warped deformed conifold throat which can easily develop in a bulk compact Calabi-Yau manifold near the conifold singularity as in figure \(3.2\) \[67\].

Figure 3.2: Schematic figure about the internal space which is a space in the extra dimensions. The mobile D3-brane moves in the background geometry being attracted by an anti-brane located at the tip of the throat. The throat is smoothly glued to a Calabi-Yau manifold in the UV region. The figure is taken from \[68\].

As explained in section \(3.1\), the coordinates in the internal space play roles of the scalar fields which cause inflation. The warped geometry is given in equation \(3.1\). The potential experienced by a D3-brane in such a throat is given by \[67\]

\[
V = T_3 \Phi_-, \tag{3.98}
\]

where \(T_3\) is the D3-brane tension and

\[
\Phi_- = h^{-1} - \alpha \tag{3.99}
\]

is a combination of the throat warp factor in equation \(3.1\) and the five form field strength \(\alpha\) given in \[69\]. The equation of motion for \(\Phi_-\) is derived from the IIB supergravity action \[70\] as

\[
\nabla^2\Phi_- = \frac{g_s}{24h^2} |G_-| + R_4 + h |\nabla\Phi_-|^3 + S_{\text{local}}, \tag{3.100}
\]

where \(\nabla^2\) is the Laplacian with respect to the 6D metric \(G_{IJ}\) in equation \(3.1\).
$h$ is the warp factor, $g_s = e^\phi$ is the string coupling with the dilation field $\phi$, $\mathcal{R}_4$ is the four dimensional Ricci scalar, $S_{\text{local}}$ is the localised sources and

$$G_- = (\star_6 - i) G_3,$$

(3.101)

is the imaginary anti-self-dual (IASD) component of the complex three form flux $G_3$ where $\star_6$ is the six dimensional Hodge star operator. If the flux $G_3$ is imaginary self-dual (ISD), i.e. $\star_6 G_3 = i G_3$, the background metric $G_{IJ}$ is a Calabi-Yau metric with the five form field strength given by $\alpha = h^{-1}$. Therefore, from equation (3.99), we have $V = T_3 \Phi_- = 0$ in this case. The mode $\Phi_-$ characterises the perturbation away from the ISD background. In principle, equation (3.100) can be solved and the potential (3.98) is obtained if we know all the information about the background geometry including the warp factor $h$, the metric of the internal space $G_{IJ}$ and how we embed the D3-branes.
Chapter 4

Spinflation

In this chapter, we study a multi-field DBI inflation model with a potential derived in string theory. As shown in chapter 3, the conversion of the entropy perturbation into the curvature perturbation gives multi-field DBI inflation models the possibility of satisfying the microphysical constraint combined with the CMB observations. In order to know how much conversion occurs, we need to specify the model. Because the DBI inflation models are motivated by string theory, it is important to investigate potentials derived in string theory. Here, we study the simplest two-field DBI inflation model with a potential that is derived in string theory. In [71], a potential for the two-field model was derived in string theory by embedding a warped throat into a compact Calabi-Yau space with all moduli fields stabilised and the background dynamics of DBI inflation was studied. We first introduce the model and reexamine the background dynamics in this model. Then, we see that the results of our numerical calculations can be explained with the analytic formulae introduced in subsection 3.2.2 with some approximations. We also show how the amplitude of the curvature perturbation is enhanced with different initial conditions for the angular field. Finally, we show that this model is not compatible with the Planck satellite observations in the regime where those approximations hold and discuss the cases where those approximations cannot be used.

4.1 The model

In this section, we introduce the phase space variables that we used in our numerical code. Then, we show the set-up of the multi-field DBI inflation model
introduced in [71] using those variables.

## 4.1.1 Phase space variables

Let us consider cases where the field space metric is given by

\[ G_{IJ} = A_I \delta_{IJ}, \quad (4.1) \]

with the Kronecker delta \( \delta_{IJ} \). Note that the right hand side of equation (4.1) is a diagonal matrix with the \((I, I)\)-component \( A_I \). For the numerical computation, it is useful to introduce the phase space variables. We consider general two-field DBI inflation models with the fields \( \phi^a \) and \( \phi^b \). In general, when the metric takes a simple diagonal form (4.1), the sound speed is given by

\[ c_s = \sqrt{1 - f \sum_I A_I (\phi^I)^2}. \quad (4.2) \]

If we define the phase space variables as

\[ x_I = -\sqrt{f A_I \dot{\phi}^I}, \quad (4.3) \]

the sound speed in equation (4.2) is rewritten as

\[ c_s = \sqrt{1 - x_a^2 - x_b^2}. \quad (4.4) \]

As we can see, the expression in the square root of equation (4.4) is simpler than that of equation (4.2). As such, the computation time is reduced with this method. Below, we show how to derive the equations of motion for the scalar fields with those new variables. If we assume

\[ f (\phi^K) = f (\phi^a), \quad A_I (\phi^K) = A_I (\phi^a), \quad (4.5) \]

as in the model of [71], the equations (3.14) are given by

\[ A_a \left( \ddot{\phi}^a + 3H \dot{\phi}^a - \frac{c_s}{c_a} \dot{\phi}^a \right) + \frac{1}{2} \left( A_{a,\phi^a} (\dot{\phi}^a)^2 - A_{b,\phi^a} (\dot{\phi}^b)^2 \right) + c_s V_{\phi^a} - \frac{(1 - c_s)^2 f_{,\phi^a}}{2 f} = 0, \quad (4.6) \]
where we have used \( (4.3) \), \( (4.4) \) and \( (4.5) \), we obtain

\[
\dot{\phi}^j = \left[ \frac{x_I}{x_I} - \frac{1}{2} \left( \frac{f}{J} + \frac{A_I}{J} \right) \right] \dot{\phi}^j
\]

\[
= - \frac{x_I}{\sqrt{J A_I}} - \frac{1}{2} \frac{x_I}{\sqrt{J A_I}} \frac{x_a}{\sqrt{J A_I}} \left( \frac{f_{\phi a}}{f} + \frac{A_{I,\phi a}}{A_I} \right),
\]

\[
\dot{c}_s = \frac{1}{2} \frac{1 - x_a^2 - x_b^2}{1 - x_a^2 - x_b^2} c_s = \frac{x_a \dot{x}_a - x_b \dot{x}_b}{c_s},
\]

where we have used

\[
\dot{f} = f_{\phi a} \dot{\phi}^a = - f_{\phi a} \frac{x_a}{\sqrt{J A_a}},
\]

\[
\dot{A}_a = A_{a,\phi a} \dot{\phi}^a = - A_{a,\phi a} \frac{x_a}{\sqrt{J A_a}}.
\]

Making use of the relations above, the equations \( (4.6) \) and \( (4.7) \) become

\[
\dot{x}_a = - \frac{x_a x_b}{1 - x_b^2} \dot{x}_b + \frac{c_s^2}{1 - x_b^2} \left[ - \frac{1}{2 \sqrt{J A_a}} \frac{(A_b)_{\phi a}}{A_b} x_a^2 - 3 H x_a + \frac{\sqrt{f}}{\sqrt{J A_a}} c_s V_{\phi a} \\
+ \frac{f_{\phi a}}{f} \frac{1}{\sqrt{J A_a}} \left( -1 + c_s + \frac{1}{2} x_a^2 \right) \right],
\]

\[
\dot{x}_b = - \frac{x_a x_b}{1 - x_a^2} \dot{x}_a + \frac{c_s^2}{1 - x_a^2} \left[ \frac{1}{2 \sqrt{J A_a}} \left( \frac{(A_b)_{\phi a}}{A_b} - \frac{f_{\phi a}}{f} \right) x_a x_b - 3 H x_b + \frac{\sqrt{f}}{\sqrt{J A_a}} c_s V_{\phi b} \right],
\]

which lead to

\[
\dot{x}_a = (1 - x_a^2) \left[ - \frac{1}{2 \sqrt{J A_a}} \frac{(A_b)_{\phi a}}{A_b} x_a^2 - 3 H x_a + \frac{\sqrt{f}}{\sqrt{J A_a}} c_s V_{\phi a} + \frac{f_{\phi a}}{f} \frac{1}{\sqrt{J A_a}} \left( -1 + c_s + \frac{1}{2} x_a^2 \right) \right] \\
- x_a x_b \left[ \frac{1}{2 \sqrt{J A_a}} \left( \frac{(A_b)_{\phi a}}{A_b} - \frac{f_{\phi a}}{f} \right) x_a x_b - 3 H x_b + \frac{\sqrt{f}}{\sqrt{J A_a}} c_s V_{\phi b} \right],
\]

\[
\dot{x}_b = - x_a x_b \left[ - \frac{1}{2 \sqrt{J A_a}} \frac{(A_b)_{\phi a}}{A_b} x_b^2 - 3 H x_a + \frac{\sqrt{f}}{\sqrt{J A_a}} c_s V_{\phi a} + \frac{f_{\phi a}}{f} \frac{1}{\sqrt{J A_a}} \left( -1 + c_s + \frac{1}{2} x_b^2 \right) \right] \\
+ (1 - x_b^2) \left[ \frac{1}{2 \sqrt{J A_a}} \left( \frac{(A_b)_{\phi a}}{A_b} - \frac{f_{\phi a}}{f} \right) x_a x_b - 3 H x_b + \frac{\sqrt{f}}{\sqrt{J A_a}} c_s V_{\phi b} \right].
\]
These are the equations of motion that we solve in our numerical codes.

4.1.2 Spinflation model

Let us define $\chi$ and $\theta$ to be the radial and angular coordinates in the warped throat in the internal space respectively. The internal metric is described by

$$ds^2 = \tilde{g}_{mn}dy^m dy^n = \kappa^{4/3} \left[ \frac{d\chi^2}{6K(\chi)^2} + B(\chi) d\theta^2 \right],$$

(4.16)

with

$$K(\chi) = \frac{(\sinh \chi \cosh \chi - \chi)^{1/3}}{\sinh \chi}, \quad B(\chi) = \frac{1}{2} K(\chi) \cosh \chi,$$

(4.17)

and the deformation parameter $\kappa$. Note that $\eta^I = (\chi, \theta)$ in equation (3.3). The proper radial coordinate is defined as

$$r(\chi) = \frac{\kappa^{2/3}}{\sqrt{6}} \int_0^\chi \frac{dx}{K(x)},$$

(4.18)

where the canonical scalar field is given by $\phi = \sqrt{T_3} r$. The warp factor in this model is given by

$$h(\chi) \equiv e^{-4A} = 2 (g_s M \alpha')^2 \kappa^{-4/3} I(\chi),$$

(4.19)

where

$$I(\chi) \equiv \int_\chi^\infty dx \frac{x \coth x - 1}{\sinh^2 x} (\sinh x \cosh x - x)^{1/3},$$

(4.20)

with the parameter $M$, the string coupling $g_s$ and the inverse string tension $\alpha'$. The equations of motion (3.14) for the radial scalar field $\chi$ and angular scalar field $\theta$ are given by

$$\ddot{\chi} = -\frac{3H}{\gamma^2} \dot{\chi} - 4A_{,\chi} (\gamma^{-1} - 1) \chi^2 - 12\kappa^{-4/3} K^2 A_{,\chi} e^{4A} (\gamma^{-1} - 1)^2$$

$$+ \frac{K_{,\chi}}{K} \dot{\chi}^2 + 3K^2 B_{,\chi} \dot{\theta}^2 + e^{-4A} \dot{\theta} \frac{U_{,\theta}}{\gamma} - \left( 6K^2 \kappa^{-4/3} - e^{-4A} \dot{\chi}^2 \right) \frac{U_{,\chi}}{\gamma},$$

(4.21)

$$\ddot{\theta} = -\frac{3H}{\gamma^2} \dot{\theta} - 4A_{,\chi} (\gamma^{-1} - 1) \dot{\chi} \dot{\theta} - \frac{B_{,\chi}}{B} \chi \dot{\theta} + e^{-4A} \dot{\chi} \frac{U_{,\chi}}{\gamma} - \left( \frac{\kappa^{-4/3}}{B} - e^{-4A} \dot{\theta}^2 \right) \frac{U_{,\theta}}{\gamma},$$

(4.22)
where the subscripts denote derivatives with respect to the fields as \( \dot{x} \equiv \frac{\partial}{\partial x} \) and \( \dot{\theta} \equiv \frac{\partial}{\partial \theta} \). In our numerical code, we used the phase space variables introduced in subsection 4.1.1 for the numerical efficiency. The equation of motion for the phase space variables (4.14) and (4.15) are given by

\[
\dot{x}_\chi = (1 - x^2_\chi) \left[ \frac{1}{2} \sqrt{\frac{6K(\chi)^2}{f\kappa^{4/3}}} \frac{B(\chi)}{B(\chi)} x_\theta^2 - 3Hx_\chi + \sqrt{\frac{6fK(\chi)^2}{\kappa^{4/3}}} c_s V_\chi \right. \\
+ \frac{I(\chi)}{I(\chi)} \left[ \frac{\sqrt{6K(\chi)^2}}{f\kappa^{4/3}} \left( -1 + c_s + \frac{1}{2} x^2_\theta \right) \right] \\
- x_\chi x_\theta \left[ \frac{1}{2} \sqrt{\frac{6K(\chi)^2}{f\kappa^{4/3}}} \left( \frac{B(\chi)}{B(\chi)} \frac{I(\chi)}{I(\chi)} \right) x_\chi x_\theta - 3Hx_\theta + \frac{\sqrt{f}}{\sqrt{6K(\chi)^2 c_s V_\chi}} \right],
\]

(4.23)

\[
\dot{x}_\theta = -x_\chi x_\theta \left[ -\frac{1}{2} \sqrt{\frac{6K(\chi)^2}{f\kappa^{4/3}}} \frac{B(\chi)}{B(\chi)} x_\theta^2 - 3Hx_\chi + \sqrt{\frac{6fK(\chi)^2}{\kappa^{4/3}}} c_s V_\chi \right. \\
+ \frac{I(\chi)}{I(\chi)} \left[ \frac{\sqrt{6K(\chi)^2}}{f\kappa^{4/3}} \left( -1 + c_s + \frac{1}{2} x^2_\theta \right) \right] \\
+ \left(1 - x^2_\theta \right) \left[ \frac{1}{2} \sqrt{\frac{6K(\chi)^2}{f\kappa^{4/3}}} \left( \frac{B(\chi)}{B(\chi)} \frac{I(\chi)}{I(\chi)} \right) x_\chi x_\theta - 3Hx_\theta + \frac{\sqrt{f}}{\sqrt{6K(\chi)^2 c_s V_\chi}} \right],
\]

(4.24)

with the phase space variables

\[
x_\chi = -\sqrt{\frac{\kappa^{4/3}}{6K^2}} \hat{x}, \quad x_\theta = -\sqrt{\kappa^{4/3}} B \hat{\theta},
\]

(4.25)

The sound speed of the scalar field perturbations is given by

\[
c_s = \gamma^{-1} = \sqrt{1 - e^{-4A} g_{mn} \tilde{g}^m \tilde{g}^n} \\
= \sqrt{1 - h\kappa^{4/3} \left( \frac{\dot{\chi}^2}{6K^2} + B \dot{\theta}^2 \right)},
\]

(4.26)

where \( g^m = (\chi, \theta) \).
In [71], the equation of motion (3.100) is solved including linearised perturbations around the ISD solution with a warped throat embedded into a compact Calabi-Yau space with all moduli fields stabilised. Because the dominant source for $\Phi^-$ is $G^-$ and it sources only second order perturbations, the perturbations of $\Phi^-$ around the ISD condition ($\Phi^-$ = 0) satisfy
\[ \nabla^2 \Phi^-=0, \] (4.27)
at linear level. For a general warped deformed conifold, the Laplacian of equation (4.27) takes a simple form when we are only interested in the low lying states that are dependent on only one angular coordinate $\theta$. In this case, the leading order term of the eigenfunction with the lowest angular mode $\ell=1$ is given by
\[ \Phi^- \propto (\cosh \chi \sinh \chi - \chi)^{1/3} \cos \theta. \] (4.28)
Adding the mass term that arises from the effects of the bulk geometry, the potential is derived with the eigenfunction (4.28) as
\[ V(\phi^I) = T_3 \Phi^- + \frac{1}{2} m_0^2 \phi^2 = T_3 U = T_3 \left( \frac{1}{2} m_0^2 \{ r(\chi)^2 + c_2 K(\chi) \sinh \chi \cos \theta \} + U_0 \right), \] (4.29)
with an arbitrary constant $c_2$ which is smaller, or of a similar magnitude, to the deformation parameter: $c_2 \sim \kappa^{4/3}$. Note that the constant $U_0$ is chosen so that the global minimum of $V$ is $V=0$.

Figure 4.1 shows the shape of the potential. From equations (3.5), (3.21) and (4.29), the Friedmann equation reads
\[ H^2 = \frac{T_3}{3 M_P^2} \left[ \frac{1}{\hbar} (\gamma - 1) + U \right]. \] (4.30)
Combining the time derivative of equation (4.30) with respect to the cosmic time $t$ and the continuity equation $\dot{\rho} = -3H (E + P)$, we obtain
\[ \dot{H} = -\frac{T_3}{2 M_P^2 \hbar} (\gamma - \gamma^{-1}). \] (4.31)
Note that $E$ denotes the energy density which is equivalent to $3 M_P^2 H^2$ while $P$ is the pressure which is equivalent to the Lagrangian given in equation (3.6). In [73], it is shown that the volume of the compactification is constrained by the
Figure 4.1: The potential (4.29) with $g_s = 1/2\pi [\mathcal{M}^0]$, $\alpha' = 1 [\mathcal{M}^{-2}]$, $M = 10^6\pi [\mathcal{M}^0]$, $\kappa = 10^{-11} [\mathcal{M}^{-3/2}]$ and $m_0 = 4.5 \times 10^{-5} [\mathcal{M}]$. Note $\mathcal{M}$ is the mass unit defined in equation (4.33). The minima of the potential in the angular direction are at $\theta = (2N + 1)\pi$ with an integer $N$ while the maxima are along the lines $\theta = 2N\pi$. The radial potential is quadratic in terms of $r (\chi)$.

Planck mass. Because the volume of the warped throat must be smaller than the total volume of the internal space, we have the relation

$$M_P^2 \geq \frac{\kappa^{4/3} g_s M^2 T_3}{6\pi} J (\chi_{UV}),$$ (4.32)

where $J (\chi) = \int d\chi I (\chi) \sinh^2 \chi$ with the UV cut-off of the throat at $\chi = \chi_{UV}$. Note that $T_3$ is the D3-brane tension given in equation (3.72). Note that the mass dimension $[\mathcal{M}]$ is determined by the relation (4.32), which is rewritten as

$$M_P^2 = \frac{\kappa^{4/3} g_s M^2 \tilde{T}_3}{6\pi} N J (\chi_{UV}) \mathcal{M}^2,$$ (4.33)

with the dimensionless parameters $N \geq 1$, $\tilde{T}_3 = T_3 / \mathcal{M}^4$ and $\kappa^{4/3} = \kappa^{4/3} \mathcal{M}^2$. Note that we use only the dimensionless parameters in the numerical calculations and that $g_s$ and $M$ are dimensionless. Below, all the values of the parameters are given in the mass unit $[\mathcal{M}]$ unless stated otherwise. The dimensions of the parameters are: $g_s [\mathcal{M}^0]$, $M [\mathcal{M}^0]$, $T_s [\mathcal{M}^4]$, $\kappa^{4/3} [\mathcal{M}^{-2}]$ and $\alpha' [\mathcal{M}^{-2}]$. By saturating the
Planck mass bound (4.32), equations (4.30) and (4.31) are rewritten as

\[ H^2 = \frac{T_3}{3M_P^2} \left[ \frac{1}{\hbar} (\gamma - 1) + U \right] \rightarrow \frac{2\pi}{\kappa^{4/3} g_s M^2 J(\chi_{UV})} \left[ \frac{1}{\hbar} (\gamma - 1) + U \right], \]  

(4.34)

\[ \dot{H} = -\frac{T_3}{2M_P^2 h} (\gamma - \gamma^{-1}) \rightarrow -\frac{3\pi}{\kappa^{4/3} g_s M^2 J(\chi_{UV})} h (\gamma - \gamma^{-1}). \]  

(4.35)

The system of equations (4.23), (4.24), (4.34) and (4.35) can be solved numerically if we set the values of the parameters.

### 4.2 Background dynamics

We show the numerical results for the background trajectories with six different parameter sets following [71] in figure 4.2. The flux parameter \( g_s M \) is set to 100 and the inflaton mass \( m_0 \) is set to 5 while we changed the values of \( \kappa \) and \( c_2 \). Note that we assume \( \chi_{UV} = 10 \) in this section. The trajectory starts with \( \chi = 10 \) and \( \theta = \pi/2 \). The initial radial brane velocity is taken to vanish while the angular brane velocity is highly relativistic. Although the results are different from those in the published version of [71] due to a numerical problem, we confirmed some of their findings about the background dynamics [74] as follows.

- Decreasing the deformation parameter \( \kappa \) slows down the brane and increase the number of e-folds.
- For all the parameter sets in figure 4.2, regardless of the angular dependence or initial momenta, the brane rapidly becomes highly relativistic in the radial direction and makes its first sweep down the throat.
- Increasing the angular perturbation \( c_2 \) shifts the minimum of the potential.

Below, we introduce the new findings in our numerical results. As we can see in the middle pair of the plots in figure 4.2, increasing the angular dependence changes the trajectory and decreases the number of e-folds. This is because the values of the slow-roll parameters increase due to the angular motion. Figure 4.3 shows the decrease in the number of e-folds due to the increase in the angular dependence in more detail with different parameter sets. This is opposite to the finding about the angular dependence in [71]. The number of e-folds decreases by about 20 % when increasing \( C = c_2\kappa^{-4/3} \) from 0.5 to 0.9 regardless of the
Figure 4.2: Background inflationary trajectories with a flux parameter $g_s M = 100 \, [M^0]$, inflaton mass $m_0 = 5 \, [M]$ and the saturated Planck mass. Note $M$ is the mass unit defined in equation (4.33). The horizontal axes denote $\chi \cos \theta$ while the vertical axes denote $\chi \sin \theta$. The value of $\kappa$ and $C = c_2 \kappa^{-4/3} [M^0]$, are indicated. The same parameter sets are studied in [71].
value of $\kappa$ as shown in figure 4.2 and figure 4.3. We also checked that the effect on the number of e-folds stays the same even if we change the inflaton mass $m_0$. Therefore, the angular terms have some impacts on the background dynamics even though they are still subdominant.

![Figure 4.3: The evolution of the number of e-folds along inflationary trajectories with $m_0 = 5 [M]$, $g_s M = 100 [M^0]$ and $\kappa = 0.001 [M^{-3/2}]$. Note $M$ is the mass unit defined in equation (4.33). The thick black curve, the dashed grey curve and the red solid curve describe the trajectories with $c_2 = 0 [M^{-2}]$, $c_2 = 0.5 \kappa^{4/3} [M^{-2}]$ and $c_2 = 0.9 \kappa^{4/3} [M^{-2}]$ respectively. The amount of inflation decreases as the angular dependence is increased.](image)

In the top pair of the plots in figure 4.2, we show the trajectories until the brane reaches the tip of the warped throat. With those parameter sets, the brane goes to the tip of the throat without reaching the minimum of the potential. This means that the radial coordinate $\chi$ overshoots the minimum in the radial direction before the angular coordinate $\theta$ reaches its minimum at $\theta = \pi$. This is because the velocity of the brane is high with a large deformation parameter
as explained below. When the brane moves relativistically, the sound speed $c_s$ approaches unity and the speed limiting effect appears [59]. Equation (4.26) shows that the maximum speed of the brane is higher with a large deformation parameter $\kappa$ because of the factor $\kappa^{-8/3}$ in equation (4.19). In other plots in figure 4.2, the brane velocity is suppressed by the small deformation parameters and the brane moves slowly enough to settle at the minimum of the potential after some oscillations. The oscillations are smaller with a smaller deformation parameter because of the speed limiting effect. We checked that the increase in the number of e-folds during the oscillations around the minimum of the potential is negligible regardless of the choice of the parameter set and inflation occurs mainly in the initial sweep down the throat.

4.3 Multi-field effects

In this section, we first show that the spinflation model can be approximated with the simple model introduced in subsection 3.2.2 using our numerical results when the coupling between the radial and angular fields is small around horizon crossing. Then, we study the cases where the couplings are too large to use those approximations. We show how the power spectrum of the curvature perturbation is enhanced with our numerical results.

4.3.1 Analytic formulae

The warp factor (4.19) is approximated as [71, 72]

$$h(\chi) \sim \frac{27}{8} \frac{(g_s M_\alpha')^2}{r(\chi)^4} \left( \ln \frac{r(\chi)^3}{\kappa^2} + \ln \frac{4\sqrt{2}}{3\sqrt{3}} - \frac{1}{4} \right),$$

for large $\chi > 1$. The angular term in the potential (4.29) is always smaller than the radial term because $c_2$ is smaller than $\kappa^{4/3}$ while $r(\chi)^2$ is of the order of $\kappa^{4/3}$. Also, the constant term $U_0$ is small by definition because the global minimum of the potential is at a point where $\chi \ll 1$ where both terms are negligible. Even though the angular term is not negligible in general, the radial term affects the dynamics dominantly when the motion of the brane is mainly in the radial
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direction. In such cases, the potential is approximated as

\[ V(\phi) \sim T_3 U = T_3 \left[ \frac{1}{2} m_0^2 r(\chi)^2 \right]. \]  (4.37)

When we compare the spinflation model in this chapter with the simple model in subsection 3.2.2, we can identify the fields \( \chi \) and \( \theta \) in this chapter with the dimensionless coordinates in equation (3.3) as mentioned in section 4.1. Therefore, the canonical field \( \phi \) with a mass dimension \([M]\) is given by

\[ \phi(\chi) = \sqrt{T_3} r(\chi) = \sqrt{T_3} \frac{\kappa^{2/3}}{\sqrt{6}} \int_0^\chi \frac{dx}{K(x)}, \]  (4.38)

where the dimensions of \( T_3 \) and \( \kappa^{2/3} \) are \([M^4]\) and \([M^{-1}]\) respectively.

Regarding the logarithmic dependence of \( r \) as constant, the warp factor (4.36) is approximated by equation (3.41) with

\[ \lambda \equiv \frac{27 T_3}{8} (g_s M \alpha')^2 \left( \ln \frac{r(\chi)}{\kappa^2} + \ln \frac{4 \sqrt{2}}{3 \sqrt{3}} - \frac{1}{4} \right) \]  (4.39)

where we used equation (3.72). Note that \( f \) in equation (3.41) is the rescaled warp factor \( f = h/T_3 \) with \( h \) in equation (4.36) as defined in equation (3.5). The potential (4.37) is approximated by equation (3.42) with

\[ m \equiv m_0. \]  (4.40)

We now show that the analytic formulae in subsection 3.2.2 predict the numerical results with considerable accuracy. We consider a model with \( g_s = 1/2\pi [\mathcal{M}^0] \), \( M = 1.2 \times 10^6 \pi [\mathcal{M}^0] \), \( m_0 = 3 \times 10^{-3} [\mathcal{M}] \), \( \kappa = 10^{-8} [\mathcal{M}^{-3/2}] \), \( N = 1 [\mathcal{M}^0] \), \( \alpha' = 10 [\mathcal{M}^{-2}] \), \( \chi_{UV} = 10 [\mathcal{M}^0] \) and \( C = c_2 \kappa^{-4/3} = 0.5 [\mathcal{M}^0] \). Note that all the quantities have the units associated with the mass unit \( \mathcal{M} \) defined in equation (4.33). With those parameters, the mass unit \( \mathcal{M} \) is defined by equation (4.33) as

\[ \mathcal{M} \simeq 0.0138 M_\text{P}. \]  (4.41)
Therefore, for example, the string scale $1/\alpha \ [\mathcal{M}^2]$ in the Planck units is given by

$$\frac{\mathcal{M}^2}{\alpha'M_P^2} = 1.91 \times 10^{-5} \ [M_P^2]. \quad (4.42)$$

Figure 4.4 shows the numerical results for the trajectory in the field space and the sound speed. The initial position of the brane is $(\chi, \theta) = (20, 10^{-15})$. The initial velocity is only in the radial direction, even though we confirmed that the velocity becomes highly relativistic only in the radial direction, regardless of the initial velocity, when the trajectory is close to the maximum. In the left panel of figure 4.4, it is shown that the trajectory is bent towards the angular direction slowly and the deviation from the maximum of the potential in the angular direction becomes larger gradually. Below, we consider the perturbation that exits the horizon around $N \sim 2$. Using the numerical results, the value of the canonical field $\phi(\chi)$ around horizon crossing in the Planck units is

$$\frac{\phi(\chi)}{M_P} = 4.50 \times 10^{-5} \frac{\mathcal{M}}{M_P} = 6.22 \times 10^{-7} \ [M_P], \quad (4.43)$$

where we used equation (4.41). From equation (3.52), the sound speed is given by

$$c_s = \sqrt{\frac{3}{2\tilde{m}_0\lambda} \left( \frac{\phi}{M_P} \right)^2} \simeq 1.05 \times 10^{-14}, \quad (4.44)$$
with the dimensionless parameters $\bar{m}_0 = m_0/\mathcal{M}$ and $\lambda = 5.78 \times 10^{11}$ that is given by equation (4.39). In the right panel of figure 4.4, we see that the analytic formula (4.44) predicts the sound speed around $N \sim 2$ with great accuracy.

![Graph](image1)

Figure 4.5: Left: The slow-roll parameter $\epsilon$. Middle: The slow-roll parameter $\eta$. Right: The slow-roll parameter $s$. All the horizontal axes denote the number of e-folds.

Figure 4.5 shows the behaviour of the slow-roll parameters. From equation (3.52), the analytic prediction of the slow-roll parameter $\epsilon$ is given by

$$\epsilon = \sqrt{\frac{3}{\lambda \bar{m}_0 \mathcal{M}}} = 0.0545. \quad (4.45)$$

In the left panel of figure 4.5, we see that the value of $\epsilon$ is predicted with the analytic formula (4.45) with around 20% error. In the middle panel, $\eta$ is much smaller than $\epsilon$, whereas it is expected to vanish in equation (3.55). The right panel shows that the second relation in equation (3.55) holds as $s \simeq -2\epsilon$.

![Graph](image2)

Figure 4.6: Left: The curvature power spectrum in the early stage of inflation. Middle: The coupling. It increases rapidly in the late stage of inflation. Right: The behaviour of the curvature power spectrum until the end of inflation.

As stated above, the trajectory is bent towards the angular direction gradually. As shown in the middle panel of figure 4.6, the coupling is negligible in the early
stage of inflation and becomes larger rapidly in the late stage. Therefore, the curvature power spectrum $P_R$ is almost constant in the early stage of inflation as shown in the left panel of figure 4.6. Because this is the effective single field phase, it shows the same behaviour as the power spectrum of the curvature perturbation in the single field inflation models \cite{75,76}. The value of the power spectrum is predicted with equation (3.53) as

$$P_R = \frac{1}{4\pi^2\epsilon^4\lambda} \approx 2.42 \times 10^{-9},$$

(4.46)

where we used $\epsilon = 0.065$ and $\lambda = 5.78 \times 10^{11}$ that is obtained with equation (4.39). In the left panel of figure 4.6 it is shown that the approximated analytic formula (4.46) predicts the power spectrum of the curvature perturbation with great accuracy when the brane has the effective single field dynamics. In the right panel, we see that the curvature power spectrum is enhanced in the late stage of inflation because of the coupling between the adiabatic and entropy perturbations. Even though it is enhanced only by the factor of 2 with those parameters and the initial conditions, the conversion of the entropy perturbation into the curvature perturbation becomes larger if we make the initial displacement from the angular maximum larger.

### 4.3.2 Trajectories along the minimum

In this subsection, we show how the power spectrum of the curvature perturbation is enhanced when we consider trajectories that start with slight deviations from the minimum of the potential in the angular direction. As shown in figure 4.1, the potential has its minima in the angular direction at $\theta = (2N + 1)\pi$ where $N$ is an integer number. We assume that the trajectories start at $(\chi, \theta) = (9, \pi - \delta\theta)$ with $\delta\theta \ll 1$. The reason that we consider such trajectories is that the coupling $\xi/aH$ is small when the trajectory is a gentle curve around the minimum. If the coupling is not too large around horizon crossing, we can use analytic expressions that are useful to study the model, such as the solutions of the equations of motion for the linear perturbations (2.57) and (2.58), by starting the numerical calculations when the scale of interest is well within the horizon $k \gg aH/c_s$. Our numerical calculations show that the brane quickly becomes highly relativistic in the radial direction bending slowly towards the angular direction even if we set the initial velocity highly relativistic only in the angular direction. On the other hand, if
the trajectory starts in the middle of the hill of the potential, it is bent towards the angular direction even if the initial velocity is only in the radial direction producing large coupling terms with $\xi/aH \gg 1$. Therefore, even though we have more conversion of the entropy perturbation to the curvature perturbation with a larger coupling, we study those cases in which the coupling is small and see how much conversion we have in those cases. Below, we show the numerical results for three different trajectories with $\delta \theta = 1 \times 10^{-11}$, $\delta \theta = 1.5 \times 10^{-11}$ and $\delta \theta = 2 \times 10^{-11}$ which will be described with a blue dotted line, a purple dashed line and a black solid line respectively in figures 4.7, 4.8, 4.9 and 4.10.

![Figure 4.7: Trajectories along the minimum of the potential at $\theta = \pi$. Left: The trajectories in the $\chi$-$\theta$ plane. Right: The trajectories in the phase space.](image)

In figure 4.7, three trajectories with the different initial displacements from the minimum are shown. In the left panel, the trajectories are shown in the $\chi$-$\theta$ plane. As the brane goes down the throat, it approaches the minimum at $\theta = \pi$ in all the trajectories. The more the initial displacement from the minimum is, the more the trajectory is bent. In the right panel, the trajectories are shown in the phase space. We see that the angle $\theta$ gradually approaches $\pi$ with the radius $\chi$ decreasing. In figure 4.8, the slow-roll parameters are shown. Because the trajectories are close to each other, all the slow-roll parameters behave in almost the same way. All the slow-roll parameters are much smaller than unity until the end of inflation.

The numerical results for the coupling are shown in figure 4.9. A trajectory
Figure 4.8: Left: The slow-roll parameter $\epsilon$. Middle: The slow-roll parameter $\eta$. Left: The slow-roll parameter $s$. All the slow-roll parameters behave in the same way for all the trajectories with $\theta = 1 \times 10^{-11}$, $1.5 \times 10^{-11}$ and $2 \times 10^{-11}$ because the displacements are small. The slow-roll approximation holds until the end of inflation.

Figure 4.9: The evolution of the coupling $\xi/aH$ in terms of the number of e-folds $N$ along the minimum of the potential in the angular direction. With a larger initial displacement has a larger coupling until the late stage of inflation. The coupling becomes smaller as inflation proceeds because the trajectories approach the minimum of the potential. Finally, we show the evolution of the power spectrum of the curvature perturbation that has been obtained numerically.
in figure 4.10 The values of the power spectrum of the curvature perturbation around horizon crossing are of the same order as $\sim 2.5 \times 10^{-6}$ in all the trajectories. However, the final values are $2.5 \times 10^{-4}$, $1 \times 10^{-3}$ and $4.8 \times 10^{-3}$ for the trajectories with the initial displacements $\delta \theta = 1 \times 10^{-11}$, $1.5 \times 10^{-11}$ and $2 \times 10^{-11}$ respectively. The trajectory with $\delta \theta = 1 \times 10^{-11}$ has the amplitude of the curvature perturbation that is ten times smaller than that of the trajectory with $\delta \theta = 1 \times 10^{-11}$. For the trajectory with $\delta \theta = 2 \times 10^{-11}$, $\cos \Theta$ defined in equation (2.158) is given by $\cos^2 \Theta \simeq 5 \times 10^{-4}$. From figure 4.10 it is clear that the conversion is larger if the initial displacement is larger.

4.3.3 Trajectories along the maximum

In this subsection, we investigate the cases in which trajectories start with small deviations from the maximum of the potential in the angular direction. We set the initial conditions to $(\chi, \theta) = (9, \tilde{\delta} \theta)$ with $\tilde{\delta} \theta \ll 1$. We show the numerical results for three different trajectories with $\tilde{\delta} \theta = 1 \times 10^{-11}$, $\tilde{\delta} \theta = 1.5 \times 10^{-11}$ and $\tilde{\delta} \theta = 2 \times 10^{-11}$, which will be shown with a blue dotted line, a purple dashed line and a black solid line respectively in figures 4.11, 4.12, 4.13 and 4.14.

In this case, the displacement from the maximum of the potential increases as
Figure 4.11: Trajectories along the maximum of the potential at $\theta = 0$. Left: The trajectories in the $\chi$-$\theta$ plane. Right: The trajectories in the phase space.

Figure 4.12: Left: The slow-roll parameter $\epsilon$. Middle: The slow-roll parameter $\eta$. Left: The slow-roll parameter $s$. All the slow-roll parameters behave in the same way for all the trajectories with $\theta = 1 \times 10^{-11}, 1.5 \times 10^{-11}$ and $2 \times 10^{-11}$ because the displacements are small. The slow-roll approximation holds until the end of inflation.

Inflation proceeds as shown in the left panel of figure 4.11. The right panel shows that the brane goes to the tip of the throat $\chi = 0$ without reaching the minimum of the potential in the angular direction at $\theta = \pi$. The slow-roll parameters are shown in figure 4.12. Slow-roll approximation hold until the end of inflation.

The coupling exhibits interesting behaviours in figure 4.13. Unlike the cases studied in subsection 4.3.2, the coupling increases as the number of e-folds increases. In addition to that, the difference between the trajectories also increases. This means that the coupling at the end of inflation could be large even if it is almost negligible around horizon crossing. Figure 4.14 shows the numerical result.
for the power spectrum of the curvature perturbation.

Even though the amplitudes of $\tilde{\delta} \theta$ are the same as the amplitudes of $\delta \theta$ in the subsection 4.3.2 at the initial time when the scales of interest are well within the horizons, the coupling is larger with the trajectories along the maximum of the potential because $\tilde{\delta} \theta$ keeps growing. The values of $\xi/aH$ at horizon crossing are $10$, $15$, $22$ for the trajectories with $\tilde{\delta} \theta = 1 \times 10^{-11}$, $1.5 \times 10^{-11}$ and $2 \times 10^{-11}$ respectively. Therefore, we can no longer use the analytic solutions for the linear perturbations and the curvature power spectrum takes different values around horizon crossing with different trajectories. The values of the curvature power spectrum around horizon crossing are obtained numerically as $200$, $4 \times 10^7$ and $2 \times 10^{11}$ for the trajectories with $\tilde{\delta} \theta = 1 \times 10^{-11}$, $1.5 \times 10^{-11}$ and $2 \times 10^{-11}$ respectively while the values of the final curvature power spectrum are $\sim 10^9$, $\sim 10^{16}$ and $\sim 10^{24}$. Therefore, the values of $\cos^2 \Theta$ are $\sim 10^{-7}$, $\sim 10^{-9}$ and $\sim 10^{-15}$ for the trajectories with $\tilde{\delta} \theta = 1 \times 10^{-11}$, $1.5 \times 10^{-11}$ and $2 \times 10^{-11}$. Those are much smaller than the values of $\cos^2 \Theta$ in the trajectories along the minimum with the same amplitudes of the displacements. In general, it is safe to assume

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.13.png}
\caption{The evolution of the coupling $\xi/aH$ in terms of the number of e-folds $N$ along the maximum of the potential in the angular direction.}
\end{figure}
that $\cos^2 \Theta$ keeps decreasing as the amplitude of the displacement from either the minimum or maximum increases.

4.4 Observational constraints

As shown in chapter 3, the conversion of the entropy perturbation into the curvature perturbation due to curves in the trajectory in the field space plays an important role in suppressing $f_{\text{NL}}^{\text{equ}}$. This mechanism gives multi-field DBI inflation models the possibility of satisfying the observational constraints by relaxing the stringent microphysical constraint that disfavours single field DBI inflation models. Here, the analytic formulae derived in subsection 3.2.2 are used to show that the spinflation model studied in this chapter is excluded by the Planck satellite observations even with the conversion mechanism of the entropy perturbation when the dynamics is effectively single field around horizon crossing. Finally, we show an example where those approximations do not hold.

4.4.1 Cases with small couplings around the horizon exits

As shown in section 3.3, the microphysical constraint that disfavours the single field DBI inflation models is possibly satisfied when the power spectrum of the
curvature perturbation is enhanced after the horizon exit. In this section, we consider the cases where the dynamics is effectively single field until the perturbations considered are stretched to super-horizon scales as in the example in subsection 4.3.1. The enhancement is quantified by the transfer function as in equation (2.157). Using equation (2.158), the ratio of the power spectrum of the curvature perturbation at the end of inflation $P_R$ to the power spectrum of the curvature perturbation around horizon crossing $P_{R_*}$ is given by

$$\cos^{-2} \Theta = \frac{P_R}{P_{R_*}}. \quad (4.47)$$

Because $P_R$ at the end of inflation needs to satisfy the constraint (1.94) by the Planck satellite observations, we have $P_R \sim 2.2 \times 10^{-9}$. Because we need $\cos^{-2} \Theta \gg 1$ to make the multi-field DBI inflation model compatible with the Planck satellite observations for the equilateral non-Gaussianity, we require

$$P_{R_*} < 10^{-9}. \quad (4.48)$$

Using the approximated analytic expression (3.53), equation (4.48) gives the lower bound of $\lambda$ as

$$\lambda > \frac{10^9}{4\pi^2 \epsilon^4}, \quad (4.49)$$

with the slow-roll parameter $\epsilon$. From equations (2.174) and (4.47), we obtain

$$f_{\text{equil}}^{NL} \approx -\frac{\cos^2 \Theta}{3c_s^2} = -\frac{1}{3c_s^2} \frac{P_{R_*}}{P_R}. \quad (4.50)$$

Using the constraint on $f_{\text{NL}}^{\text{equil}}$ by the Planck satellite observations $|f_{\text{NL}}^{\text{equil}}| < 100$, equation (4.50) leads to

$$\frac{P_{R_*}}{c_s^2} < 6 \times 10^{-7}, \quad (4.51)$$

where we have used $P_R \sim 2.2 \times 10^{-9}$. The inequality (4.51) is rewritten as

$$\frac{10^7}{6\pi^2 \epsilon^6 \lambda} < \left( \frac{\phi}{M_P} \right)^4, \quad (4.52)$$
using equation (3.53) and the relation
\[ c_s = \frac{\epsilon}{2} \left( \frac{\phi}{M_P} \right)^2, \]  
(4.53)
which is derived from equation (3.52). From equations (4.33) and (4.38), the canonical field in the Planck units is given by
\[ \frac{\phi(\chi)}{M_P} = \sqrt{T_3 \kappa^{2/3}} \sqrt{\frac{1}{6}} \int_0^\chi \frac{dx}{K(x)} \]
\[ = \sqrt{T_3 \kappa^{2/3}} \sqrt{\frac{1}{6}} \int_0^\chi \frac{dx}{K(x)} \]
\[ = \sqrt{\frac{6\pi}{\kappa^{4/3} g_s M^2 T_3 N J(\chi_{UV})}} \sqrt{T_3 \kappa^{2/3}} \frac{1}{\sqrt{6}} \int_0^\chi \frac{dx}{K(x)} \]
\[ = \sqrt{\frac{\pi}{g_s M^2 N J(\chi_{UV})}} \int_0^\chi \frac{dx}{K(x)}. \]
(4.54)
From equations (4.52) and (4.54), we obtain the inequality
\[ \left( \frac{\pi}{g_s M^2 N J(\chi_{UV})} \int_0^\chi \frac{dx}{K(x)} \right)^4 > \frac{10^7}{6\pi^2 \epsilon^6 \lambda}, \]
(4.55)
which leads to
\[ \frac{\pi^2}{N^2 J(\chi_{UV})^2} \left[ \frac{27}{64\pi^3 \lambda} \left( \frac{\ln \frac{r(\chi)}{\kappa^2} + \ln \frac{4\sqrt{2}}{3\sqrt{3}} - \frac{1}{4}}{\kappa^2} \right) \right]^2 \left( \int_0^\chi \frac{dx}{K(x)} \right)^4 > \frac{10^7}{6\pi^2 \epsilon^6 \lambda}. \]
(4.56)
from equation (4.39). Simplifying equation (4.56), we obtain the upper bound of \( \lambda \) as
\[ \lambda < \frac{3}{2\pi^2} \left( \frac{27}{32} \right)^2 10^{-7} \epsilon^6 \left( \frac{\ln \frac{r(\chi)}{\kappa^2} + \ln \frac{4\sqrt{2}}{3\sqrt{3}} - \frac{1}{4}}{J(\chi_{UV})^2} \right)^2 \left( \int_0^\chi \frac{dx}{K(x)} \right)^4. \]
(4.57)
Because we have both the lower bound (4.49) and the upper bound (4.57) of \( \lambda \), the lower bound must be smaller than the upper bound
\[ \frac{10^9}{4\pi^2 \epsilon^4} < \frac{3}{2\pi^2} \left( \frac{27}{32} \right)^2 10^{-7} \epsilon^6 \left( \frac{\ln \frac{r(\chi)}{\kappa^2} + \ln \frac{4\sqrt{2}}{3\sqrt{3}} - \frac{1}{4}}{J(\chi_{UV})^2} \right)^2 \left( \int_0^\chi \frac{dx}{K(x)} \right)^4. \]
(4.58)
which is rewritten as

\[ F(\chi, \chi_{\text{UV}}) < 4.27 \times 10^{-16} \epsilon^{10}, \]  

(4.59)

with

\[
F(\chi, \chi_{\text{UV}}) \equiv J(\chi_{\text{UV}})^2 \left[ \ln \left( \frac{1}{\sqrt{6}} \int_0^{\chi_{\text{UV}}} \frac{dx}{K(x)} \right)^3 + \ln \frac{4\sqrt{2}}{3\sqrt{3}} - \frac{1}{4} \right]^2 \left( \int_0^{\chi_{\text{UV}}} \frac{dx}{K(x)} \right)^4,
\]

(4.60)

where we have used equation (4.18). If the condition (4.59) is not satisfied, \( \lambda \) cannot take any value that is larger than the lower bound (4.49) and smaller than the upper bound (4.57) at the same time. Because the function \( F(\chi) \) is dependent only on \( \chi \) and \( \chi_{\text{UV}} \), this is a general condition that is independent of all other parameters. Numerically, we obtain

\[
L(\chi_N) \equiv \ln \left( \frac{1}{\sqrt{6}} \int_0^{\chi_N} \frac{dx}{K(x)} \right)^3 + \ln \frac{4\sqrt{2}}{3\sqrt{3}} - \frac{1}{4} = 0,
\]

(4.61)

where \( \chi_N = 1.9966 \). As \( \chi \) increases from \( \chi_N \), \( L(\chi) \) increases monotonically because we have

\[
\frac{d}{d\chi} \left( \int_0^\chi \frac{dx}{K(x)} \right) = \frac{1}{K(x)} > 0.
\]

(4.62)

Because we consider the case \( \chi \gg 1 \), we study the behaviour of \( F(\chi, \chi_{\text{UV}}) \) only in the region \( \chi > 2 \) below. Therefore, the denominator of \( F(\chi, \chi_{\text{UV}}) \) in equation (4.60) is a monotonically increasing function with \( \chi \). This means that \( \chi = \chi_{\text{UV}} \) minimises \( F(\chi, \chi_{\text{UV}}) \) and the condition (4.59) is rewritten as

\[
F(\chi_{\text{UV}}, \chi_{\text{UV}}) < 4.27 \times 10^{-16} \epsilon^{10} < 4.27 \times 10^{-16},
\]

(4.63)

where we used \( \epsilon < 1 \) during inflation. Choosing \( \chi = \chi_{\text{UV}} \) means considering the perturbation that exits the horizon when the brane is at \( \chi = \chi_{\text{UV}} \). As shown in the left panel of figure 4.15, \( F(\chi, \chi_{\text{UV}}) \) keeps decreasing exponentially. The plot is for \( \chi_{\text{UV}} = 20 \) and \( F(\chi_{\text{UV}}, \chi_{\text{UV}}) \approx 0.0134 \) in this case. This does not satisfy the condition (4.63).

Let us show the behaviour of \( F(\chi_{\text{UV}}, \chi_{\text{UV}}) \) with respect to \( \chi_{\text{UV}} \) below. For large \( \chi \), we obtain

\[
K(\chi) \approx 2^{1/3} \exp \left( -\frac{1}{3} \chi \right),
\]

(4.64)
which leads to

\[ \int_0^\chi \frac{dx}{K(x)} \approx \frac{3}{2^{1/3}} \exp \left( \frac{1}{3} \chi \right). \]  

(4.65)

Using equation (4.65), we obtain

\[ \ln \left( \frac{1}{\sqrt{6}} \int_0^\chi \frac{dx}{K(x)} \right)^3 + \ln \frac{4\sqrt{2}}{3\sqrt{3}} - \frac{1}{4} \approx \chi. \]  

(4.66)

The function \( I(\chi) \) in equation (4.20) is approximated as

\[ I(\chi) \approx \frac{3}{41/3} \chi \exp \left( -\frac{4}{3} \chi \right), \]  

(4.67)

for large \( \chi \). For sufficiently large \( \chi_{UV} \), we obtain

\[ J(\chi_{UV}) = \int_0^{\chi_{UV}} d\chi I(\chi) \sinh^2 \chi \]

\[ \approx \int_\chi^{\chi_{UV}} d\chi I(\chi) \sinh^2 \chi \]  

(4.68)

\[ \approx \frac{3^2}{2^{11/3} \chi_{UV}} \exp \left( \frac{2}{3} \chi_{UV} \right), \]

using equation (4.67) where \( 1 \ll \chi_t \ll \chi_{UV} \). From equations (4.60), (4.65), (4.66) and (4.68), we obtain

\[ F(\chi_{UV}, \chi_{UV}) \approx \frac{1}{26} \approx 0.0156, \]  

(4.69)

for large \( \chi_{UV} \). In the right panel of figure 4.15, we see that \( F(\chi_{UV}, \chi_{UV}) \) actually
approaches 0.0156. It also shows that $F(\chi_{\text{UV}}, \chi_{\text{UV}})$ does not become smaller than 0.01 in the region $2 < \chi_{\text{UV}}$ before it becomes constant. Therefore, we conclude that the necessary condition (4.63) is not satisfied regardless of the value of $\chi_{\text{UV}}$. Because the condition (4.63) is independent of any other parameter, this model is excluded by the observations in the regime where we can use those approximated formulae. Note that this strong constraint comes from the fact that the sound speed and the amplitude of the curvature perturbation is controlled essentially by one factor that consists of the model parameters $g_s M^2$ as in equations (4.39) and (4.54). Due to this relation, it is not possible to satisfy (4.48) and (4.51) simultaneously.

4.4.2 Cases with large couplings around the horizon exits

In the previous subsection 4.4.1, we have shown that the spinflation model is excluded by the observations when the coupling is small and the dynamics is effectively single field around horizon crossing. We assumed the effective single field dynamics around horizon crossing because all the formulae derived in section 2.5 have been derived with this assumption. We can use all the formulae in section 2.5 to estimate the amount of conversion of the entropy perturbation into the curvature perturbation only if the coupling is sufficiently small around horizon crossing. If the coupling is large around horizon crossing as $\xi/aH > 1$, the adiabatic perturbation is coupled to the entropy perturbation around horizon crossing and the power spectrum of the curvature perturbation around horizon crossing can no longer be estimated with equation (2.59). The expression for $f_{\text{NL}}^{\text{equil}} (2.174)$ is also not valid in such cases because we used the expression for the curvature power spectrum which is valid only with a small coupling around horizon crossing in deriving this expression. Because the analytic formulae in subsection 4.3.1 are derived assuming the single field dynamics, the conclusion in subsection 4.4.1 is no longer valid in cases with large couplings around horizon crossing. However, our numerical calculations show that it is difficult to maintain the almost scale-invariant curvature power spectrum which is compatible with the observations when the coupling is large around horizon crossing.

If the coupling between adiabatic and entropy modes cannot be neglected at horizon crossing, we cannot use the result for non-Gaussianity obtained in 2.5 where we assumed that the conversion happens on super-horizon scales. A similar situation arises in a quasi-single field inflation proposed in [77]. They studied a
model where there is one slow-roll direction while all other isocurvature fields have masses at least of the order of $H$. In this case, it was shown that large bispectra with shapes between the local and equilateral shapes arise. To study such cases in our model, we need to perform the full calculations with the in-in formalism to obtain the non-Gaussianity parameters.
Chapter 5

Hybrid inflation model

As we saw in chapter 4, the DBI inflation model with the simplest two-field potential derived in string theory is excluded by the observations in the regime where we have the effective single field dynamics around horizon crossing. However, potentials derived in string theory are generally more complicated. The potential for the angular directions for a D3 brane in the deformed warped conifold was calculated in [78] and the impact of angular motion on DBI inflation has been studied in [68, 71]. It was shown that the angular directions can become unstable in a particular embedding of D7 brane in the warped conifold and the angular instability connects different extreme trajectories [67]. These potentials are calculated assuming that the backreaction of the moving brane is negligible and strictly speaking, it cannot be applied to DBI inflation directly. However, it is natural to consider that a similar transition due to the angular instability happens also in DBI inflation. The potential derived in [67] has a similar feature to the potential in hybrid inflation models. In this chapter, we analyse a two-field DBI model with a potential which has such a feature. Using this multi-field potential, we will explicitly study predictions for observables such as the spectral index, tensor to scalar ratio and non-Gaussainities. Finally, we show that we can avoid the stringent constraint that rules out the single field UV DBI inflation models as explained in section 3.3. However, it is difficult to obtain a small value of $f_{NL}^{\text{local}}$ that is compatible with the Planck satellite observations with our specific choice of the potential.
5.1 The model

In this section, we first introduce a single field model with a constant sound speed which is used for the radial part of the two-field model studied in this chapter. Then, the two-field model is introduced and we analyse the model in order to derive the effective forms of the potential before and after the waterfall phase transition.

5.1.1 DBI inflation with a constant sound speed

The equation of motion for the single field DBI model is given by equation (3.27). In [79], it was shown that when $V(\phi)$ and $f(\phi)$ are given by

\begin{align}
V(\phi) &= V_0 \phi^{-q}, \\
f(\phi) &= f_0 \phi^{q+2},
\end{align}

with constants $V_0$, $f_0$, and $q$, equation (3.27) has a late time attractor inflationary solution with a constant sound speed that is given by

\begin{equation}
CS = \sqrt{\frac{3}{16f_0V_0 + 3}}.
\end{equation}

Throughout this chapter, as a concrete example, we consider the case with $q = 4$. This attractor solution is potential dominated, which means that the potential term is much larger than the kinetic term along the attractor solution. The slow-roll parameters defined in equation (2.34) are much smaller than unity for the attractor solution because $s$ vanishes because of the constant sound speed and $\epsilon$ and $\eta$ are much smaller than unity because it is a potential dominated attractor solution.

5.1.2 Two-field model

In DBI inflation, the scalar fields describe the position of a brane in the bulk. The explicit form of the multi-field potential depends on the details of the geometry of the warped conifold and various effects from the stabilisation of moduli fields. In [67], a potential is derived assuming a specific embedding called the Ouyang embedding. As shown in figure 5.1, the potential is similar to a potential in hybrid
inflation models in which a field becomes either massive or tachyonic depending on the values of other fields.

Figure 5.1: The potential as a function of the radial coordinate $\phi$ and a particular choice of angular coordinate $\xi_1$ derived in [67]. $\phi_\mu$ corresponds to the maximal value for $\phi$ in the warped throat. The potential is periodic along the direction $\xi_1$ with the period $\pi$. Along the line $\xi_1 = 0$, the $\xi_1$ field is massive when $\phi/\phi_\mu > 0.25$ and tachyonic when $\phi/\phi_\mu < 0.1$. The figure is taken from [67].

In this potential shown in figure 5.1, the inflaton rolls down along the radial direction first. Eventually, it arrives at the transition point where the entropy field becomes tachyonic. Then, the inflaton rolls down to the true vacuum along the entropy direction and moves down in the radial direction along the true vacuum. In this chapter, we investigate a two-field potential which captures the essential feature of the potential derived in string theory as described above. We assume the radial field has the form of the potential with a constant sound speed as discussed in subsection 5.1.1 to simplify the calculation. If we define the field $\phi$ as a radial direction and define the field $\chi$ as an angular direction in the warped throat, the two-field potential is given by

$$V(\phi, \chi) = \frac{1}{2} \lambda (\chi^2 - \chi_0^2)^2 + g \left( \frac{\chi}{\phi} \right)^2 + \frac{V_0}{\phi^4}. \quad (5.4)$$

Let us assume that the inflaton starts rolling down in the radial direction $\phi$ with a small deviation from $\chi = 0$. Then, in the early stage when $\chi \ll 1$, the potential is effectively a single field potential for $\phi$;

$$V(\phi, \chi) \sim \frac{1}{2} \lambda \chi_0^4 + \frac{V_0}{\phi_\mu^4}. \quad (5.5)$$
Figure 5.2: The potential given by equation (5.4). In order to show the feature of the potential clearly, we plot $\log V(\phi, \chi)$. The parameters are chosen as $\lambda = 3.75 \times 10^{-6}$, $\chi_0 = 0.004$, $V_0 = 5 \times 10^{-12}$ and $g = 3 \times 10^{-9}$. For small $\phi$ there is a minimum at $\chi = 0$ but for large $\phi$ true vacua appear and the field rolls down to the true vacuum causing the waterfall phase transition.

At this stage, if we assume

$$\frac{1}{2} \lambda \chi_0^4 \ll \frac{V_0}{\phi^4}, \quad (5.6)$$

the effective potential becomes

$$V_{\text{eff}, 1} \sim \frac{V_0}{\phi^4}. \quad (5.7)$$

Because this is in the same form as the potential (5.1), there is a late-time attractor solution with a constant sound speed given by equation (5.3). As the inflaton rolls down in the radial direction, a waterfall phase transition occurs as shown in figure 5.2 where the inflaton rolls down to the true minimum of the potential (5.4). This can be seen more clearly by rewriting the potential (5.4) as

$$V(\phi, \chi) = \frac{1}{2} \lambda \left[ \chi^2 - \left( \chi_0^2 - \frac{g}{\lambda \phi^2} \right) \right]^2 + V_0 \left( 1 - \frac{g^2}{2 V_0} \right) \frac{1}{\phi^4} + g \left( \frac{\chi_0}{\phi} \right)^2. \quad (5.8)$$

In this form, $\chi$ appears only in the first term. We can clearly see that $\chi = 0$ is the minimum in the $\chi$ direction when $\phi^2 < g/(\lambda \chi_0^2)$, while $\chi^2 = \chi_0^2 - g/(\lambda \phi^2)$ becomes the minimum in the $\chi$ direction when $\phi^2 > g/(\lambda \chi_0^2)$. Therefore, $\phi^2 = g/(\lambda \chi_0^2)$ is the critical transition value for $\phi$. The effective potential in the true vacuum
with $\chi^2 = \chi_0^2 - g/(\lambda \phi^2)$ is given by

$$V(\phi, \chi) \sim V_0 \left( 1 - \frac{g^2}{2V_0} \right) \frac{1}{\phi^4} + g \left( \frac{\chi_0}{\phi} \right)^2. \quad (5.9)$$

Thus if we assume

$$\frac{g (\chi_0/\phi)^2}{V_0 (1 - g^2/2V_0) 1/\phi^4} = \frac{g \chi_0^2}{V_0} \frac{\phi^2}{1 - g^2/2V_0} \ll 1, \quad (5.10)$$

the effective potential in the true vacuum becomes

$$V_{\text{eff},2} \sim V_0 \left( 1 - \frac{g^2}{2V_0} \right) \frac{1}{\phi^4}. \quad (5.11)$$

Again, this is in the form $\sim \phi^{-4}$ and we have a late-time attractor with a constant sound speed

$$c_s = \sqrt{\frac{3}{16f_0 \tilde{V}_0 + 3}}, \quad (5.12)$$

where

$$\tilde{V}_0 = V_0 \left( 1 - \frac{g^2}{2V_0} \right). \quad (5.13)$$

### 5.2 Background dynamics

We first introduce the equations of motion with the phase space variables that was introduced in subsection 4.1.1. Then, we show our numerical results for the background quantities including the slow-roll parameters.

#### 5.2.1 Background equations

In this model, the field space metric is given by the simple diagonal form (4.1) where

$$A_\phi = 1, \quad A_\chi = \phi^2. \quad (5.14)$$

with the Kronecker delta $\delta_{IJ}$. With this field space metric, $X$ becomes

$$X = -\frac{1}{2} G_{IJ} \phi^I \phi^J = \frac{1}{2} \left( \dot{\phi}^2 + \phi^2 \dot{\chi}^2 \right), \quad (5.15)$$
in the homogeneous background. The Friedmann equation (3.21) in this model is given by

\[ 3H^2 = \frac{1}{f(\phi)} \left( \frac{1}{c_s} - 1 \right) + V(\phi_I). \]  

The equations of motion for the fields (3.14) are given by

\[ \ddot{\phi} + 3H \dot{\phi} - \frac{c_s}{c_s} \dot{\phi} \dot{\chi}^2 + c_s V_{,\phi} - \frac{(1 - c_s)^2 f_\phi}{f^2} = 0, \]  

and

\[ \phi^2 \left( \ddot{\chi} + 3H \dot{\chi} - \frac{c_s}{c_s} \dot{\chi} \right) + 2\phi \dot{\phi} \dot{\chi} + c_s V_{,\chi} = 0. \]  

The potential \( V \) is given by equation (5.4) while the warp factor \( f \) is given by equation (5.2) with \( q = 4 \) as

\[ f(\phi) = f_0 \phi^6. \]  

Substituting equations (5.4) and (5.19) into the equations (4.14) and (4.15), we obtain

\[ \dot{x}_\phi = (1 - x^2_\phi) \left[ -\frac{x_\chi}{\sqrt{f_0 \phi^4}} - 3Hx_\phi + \sqrt{f_0 \phi^3} c_s V_{,\phi} + \frac{6}{\sqrt{f_0 \phi^4}} \left( -1 + c_s + \frac{x^2_\chi}{2} \right) \right] 
- x_\phi x_\chi \left[ \frac{-2}{\sqrt{f_0 \phi^4}} x_\phi x_\chi - 3Hx_\chi + \sqrt{f_0 \phi^2} c_s V_{,\chi} \right], \]  

\[ \dot{x}_\chi = (1 - x^2_\chi) \left[ \frac{-2}{\sqrt{f_0 \phi^4}} x_\phi x_\chi - 3Hx_\chi + \sqrt{f_0 \phi^2} c_s V_{,\chi} \right] 
- x_\phi x_\chi \left[ -\frac{x^2_\phi}{\sqrt{f_0 \phi^4}} - 3Hx_\phi + \sqrt{f_0 \phi^3} c_s V_{,\phi} + \frac{6}{\sqrt{f_0 \phi^4}} \left( -1 + c_s + \frac{x^2_\phi}{2} \right) \right], \]  

where the subscripts \( ,\phi \) and \( ,\chi \) denote the derivatives with respect to \( \phi \) and \( \chi \) and the phase space variables are defined as

\[ x_\phi = -\sqrt{f_0 \phi^3} \dot{\phi}, \quad x_\chi = -\sqrt{f_0 \phi^4} \dot{\chi}, \]  

from equation (4.3). In our numerical code, equations (5.20) and (5.21) are solved instead of equations (5.17) and (5.18) for the numerical efficiency.
5.2.2 Numerical results

As we saw above, the background dynamics is determined by solving equations (5.20) and (5.21). We choose the parameters as follows; \( \lambda = 3.75 \times 10^{-6}, \chi_0 = 0.004, V_0 = 5 \times 10^{-12} \) and \( g = 3 \times 10^{-9} \). The warp factor is given by equation (5.2) with \( f_0 = 1.2 \times 10^{15} \). These parameters are chosen so that all the observables satisfy the constraints obtained by the WMAP observations [81].

\[
\chi_{\text{true}} = \sqrt{\lambda_0^2 - \frac{g}{\lambda \phi^2}}, \quad (5.23)
\]

Figure 5.3: Left: The dynamics of the \( \chi \) field. In the early stage \( (10 \lesssim N \lesssim 15) \), the inflaton rolls down the potential almost in the \( \phi \) direction with \( \chi \sim 0 \). The transition occurs during \( 20 \lesssim N \lesssim 55 \). After \( N \sim 55 \), the inflaton rolls along the true vacuum. Right: The sound speed. The sound speed is almost constant because it changes very slowly even during the transition.

Firstly, the left panel of Fig. 5.3 shows the dynamics of the inflaton in the \( \chi \) direction. Before the transition happens, the potential has its minimum at \( \chi = 0 \) in the \( \chi \) direction. Therefore, regardless of the initial conditions, the inflaton rolls down the potential and the value of \( \chi \) approaches 0 unless the transition occurs while \( \chi \) is still large. We use the e-folding number \( N = \ln a \) as time. We normalise the e-folding number so that the transition finishes after \( N = 60 \). In this example, \( \chi \) is sufficiently small at \( N = 10 \) and we have an effective single field dynamics until around \( N \sim 15 \). As we expected, the inflaton rolls down to the true vacuum in the transition, which occurs during \( 20 \lesssim N \lesssim 55 \). After the transition ends, it rolls down along the true vacuum. Notice that the true vacuum is not along a constant \( \chi \) line but the value of \( \chi \) along the true vacuum \( \chi_{\text{true}} \) is a function of \( \phi \);
which can be obtained from equation (5.8). However, as we see in the right panel of Fig. 5.3, the trajectory along the true vacuum curves slowly so that the coupling between the adiabatic mode and the entropic mode can be ignored. Using the value of the Hubble parameter \( H \sim 2.8 \times 10^{-8} M_P \) that is obtained with our choice of parameters, we can roughly estimate how many e-folds we need after the sound horizon exit of the mode that is responsible for large scale CMB anisotropies, assuming instant reheating [7]. In our model, it is around 60 e-folds. We can see that the transition ends within 60 e-folds after the sound horizon exit if we consider modes that exit the sound horizon in the effective single field regime \((10 < N < 15)\). We assume inflation ends after the transition by some mechanisms such as an annihilation of a D brane with an anti-D brane.

The right panel of Fig. 5.3 shows the sound speed. Before the transition, the sound speed slowly changes. This is because the condition (5.6) is not fully satisfied. On the other hand, after the transition, we can clearly see that the sound speed is almost constant. The sound speed changes the most during the transition and the slow-roll parameter \( s \) takes the largest value during the transition. However, the largest value of \( s \) is still around \(-7 \times 10^{-4}\). As shown in Fig. 5.4, all the slow-roll parameters are always much smaller than unity even during the transition. Therefore, the slow-roll approximation always holds in this model and the sound speed is almost constant even during the transition.

![Figure 5.4](image)

**Figure 5.4:** Left: The slow-roll parameter \( \epsilon \). It is always smaller than \(1 \times 10^{-3}\) even during the transition. Middle: The slow-roll parameter \( \eta \). Its absolute value is always smaller than \(2 \times 10^{-3}\). Right: The slow-roll parameter \( s \). \(|s|\) takes the largest value \(-7 \times 10^{-4}\) during the transition. However, its absolute value is still much smaller than one.
5.3 Prediction of the observables

In this section, we show the numerical results from solving the equations of motion for the linear perturbations of the scalar fields (2.51) and (2.52). We also explain how we set the initial conditions for those equations of motion. Then, we show the numerical results for the observables including the curvature perturbation power spectrum, spectral index for the curvature perturbation and tensor-to-scalar ratio. We use the $\delta N$-formalism to obtain the numerical predictions of the non-Gaussianity parameters.

5.3.1 Initial conditions

The initial conditions for equations (2.51) and (2.52) are given by equations (2.57) and (2.58) if the coupling $\xi/aH$ and the slow-roll parameters are much smaller than unity when $\mu^2_s/H^2$ is negligible for the entropy mode as introduced in section 2.1.2. The slow-roll parameters are much smaller than unity as shown in figure 5.4. We show the numerical results for the coupling and the mass of the entropy perturbation to see that we can use those initial conditions in figure 5.5.

![Graphs showing coupling, mass, and entropy perturbation](image)

Figure 5.5: Left: The coupling $\xi/aH$. Before and after the transition the coupling is small but it becomes large during the transition converting the entropy perturbation into the curvature perturbation. Middle: The mass of the entropy perturbation divided by the Hubble parameter squared. Its absolute value is much smaller than unity around sound horizon exit at $N \sim 10$. Right: The quantity $M_c$ that shows how the mass of the entropy perturbation changes. It is also smaller than unity around sound horizon exit.

We investigate a mode which exits the sound horizon at $N \sim 10$ where we have an effective single field dynamics. As shown in figure 5.5, the coupling $\xi/aH$ is much smaller than unity around the sound horizon exit. Also, we can see that
$|\mu_s^2/H^2|$ is also much smaller than unity around the sound horizon exit at $N \sim 10$. The mass also changes very slowly. If we define

$$M_c \equiv \frac{\dot{\mu}_s}{\mu_s H},$$

which quantifies how rapidly the mass of the entropy perturbation changes, we can see in Fig. 5.5 that $M_c$ is smaller than unity for at least 5 e-folds after the sound horizon exit. Therefore, we can set the initial conditions for equations (2.51) and (2.52) by the solutions (2.57) and (2.58). Note that we set the initial conditions at $N \sim 7$ when the mode which we consider is still well within the sound horizon.

### 5.3.2 Numerical results

We treat $v_\sigma$ and $v_s$ as two independent stochastic variables for the modes well inside the sound horizon as in [80]. This means that we perform two numerical computations to obtain $P_R$. In one computation corresponding to the Bunch Davis vacuum state for $v_\sigma$, $v_s$ is set to zero to obtain the solution $R_1$ with equation (2.59). In another computation corresponding to the Bunch Davies vacuum state for $v_s$, $v_\sigma$ is set to zero to obtain the solution $R_2$. Then, the curvature power spectrum can be expressed as a sum of two solutions;

$$P_R = \frac{k^3}{2\pi^2} \left( |R_1|^2 + |R_2|^2 \right).$$

(5.25)

This procedure is applied to all the numerical computations in this paper. Equation (5.25) holds as long as the perturbations are stochastic random variables initially.

Figure 5.6 shows the numerical results for the power spectrum of the curvature perturbation. As we can see from the small value of $\epsilon$, the Hubble parameter $H$ changes very slowly. It changes only by a few percent between $N \sim 10$ and $N \sim 70$. Substituting $H \sim 2.8 \times 10^{-8}$, $c_s \sim 6.2 \times 10^{-3}$ and $\epsilon = 6.4 \times 10^{-4}$ into equation (2.59), we obtain the value of the curvature power spectrum after the sound horizon exit as

$$P_{R*} = \left. \frac{H^2}{8\pi^2 \epsilon c_s} \right| \sim 2.5 \times 10^{-12}. $$

(5.26)
Figure 5.6: Left: The power spectrum of the curvature perturbation becomes constant a few e-folds after sound horizon exit which is around $N \sim 10$ because of the effective single field phase [75, 76]. Right: We can see that the power spectrum of the curvature perturbation is enhanced during the transition. Then, it becomes constant again after the transition. Note that both of these figures describe the contribution from the real part of $v_{\sigma k}$. The contribution from the imaginary part shows the same behaviour. Therefore, it is sufficient to show only these figures in order to know its behaviour because the power spectrum of the curvature perturbation is just a sum of those two contributions.

This should coincide with the result of the numerical solution. In the left panel of Fig. 5.6, it is shown that $P_R$ becomes almost constant soon after sound horizon exit and it is given by $P_R \sim 2.5 \times 10^{-12}$. It does not change significantly until $N \sim 15$ because the dynamics is effectively single field [75, 76]. When the trajectory in the field space curves, the curvature perturbation is sourced by the entropy perturbation and it is enhanced. We can actually see that the power spectrum of the curvature perturbation is enhanced by a factor of $\sim 9 \times 10^2$ during the transition in the right panel of figure 5.6. After the transition, it takes a constant value $P_R \sim 2.3 \times 10^{-9}$, which is compatible with the constraint (1.94) by the CMB observation with the Planck satellite.

Because we can express the final curvature power spectrum as equation (2.159), the enhancement is quantified by the function $\cos^2 \Theta$. In this model, we have $\cos^2 \Theta \sim 1.1 \times 10^{-3}$. Therefore, the curvature perturbation originating from the entropy perturbation dominates the final curvature perturbation. From equation (2.161) combined with the numerical values of the background quantities, we see
that the spectral index is indeed determined by the mass of the entropy mode as

$$n_s \sim \frac{2\mu_s^2}{3H^2} + 1 \sim 0.972.$$  \hspace{1cm} (5.27)

This is compatible with the Planck satellite observations with the 95 % CL region [14] even though it is not compatible with the 68 % CL region (1.95). The tensor to scalar ratio is obtained by substituting $\epsilon \sim 6.4 \times 10^{-4}$, $c_s \sim 6.2 \times 10^{-3}$ and $\cos^2 \Theta \sim 1.1 \times 10^{-3}$ into equation (2.160) as

$$r = 16\epsilon c_s|_{s} \cos^2 \Theta \simeq 7.0 \times 10^{-8}.$$  \hspace{1cm} (5.28)

This is compatible with the Planck satellite observations (1.95) as well as the upper bound (3.84) from the string theoretical analysis.

5.3.3 Non-Gaussianity parameters

In order to obtain the numerical values of the non-Gaussianity parameters, we use the $\delta N$-formalism introduced in section 2.3. Let us first compute the power spectrum of the curvature perturbation at $t = t_2$ after the transition by the $\delta N$-formalism. We take $t_1$ in equation (2.136) to be well before the transition when the curvature power spectrum is constant after sound horizon exit. In this case, as shown in Fig. 5.7, the transition occurs at different $\phi^I$ if we perturb the initial field values in the entropic direction. Because taking perturbations in the initial field values changes the trajectory, unlike single field cases, we need to be careful about the definition of the final slice. We define $\phi^I$ as the field values along the unperturbed trajectory which correspond to the solid line in figure 5.7 while we define $p\phi^I$ as the field values along the perturbed trajectory which correspond to the dotted line in figure 5.7. Then, as introduced in section 2.3, $\delta N$ is given by

$$\delta N = \int_{p_{t_1}}^{p_{t_2}} H dp - \int_{t_1}^{t_2} H dt,$$  \hspace{1cm} (5.29)

where the superscript on the left side $p$ denotes the quantities with the perturbed initial conditions. For example, if we perturb the initial field values to the entropic direction, the perturbed initial field values $p\phi(p_{t_1})$ correspond to the position in the field space as

$$p\phi^I(p_{t_1}) = \phi^I(t_1) + \tilde{Q}_s \tilde{e}_s^I,$$  \hspace{1cm} (5.30)
with \( \epsilon'_s \) given in equation (B.13). Note that \( \varphi(t_2) \) in equation (5.29) is the time when \( \eta(t_2) \) takes the same value as \( \eta(t_2) \) well after the transition. Because both trajectories merge into the attractor solution in the true vacuum after the transition as shown in figure 5.7, we take the final uniform density slice so that both unperturbed and perturbed trajectories have the same field values \( \phi_f \) and \( \chi_f \) on the final slice. Because we can determine all the phase space variables if we know the values of the fields in the slow-roll case, we have the same \( \phi, \dot{\phi}, \chi \) and \( \dot{\chi} \) on the final slices which results in the same \( H \) (i.e. uniform density) from equation (5.16). By using the definition of \( \delta N \) in equation (5.29), we can numerically compute the quantity

\[
N_{,\bar{s}} = \frac{N \left( \phi'(t_1) + \bar{Q}_s \epsilon'_s \right) - N \left( \phi'(t_1) - \bar{Q}_s \epsilon'_s \right)}{2\bar{Q}_s},
\]

(5.31)

where we make \( \bar{Q}_s \) sufficiently small so that the value of \( N_{,\bar{s}} \) does not depend on the value of \( \bar{Q}_s \). Because the contribution from \( N_{,\bar{s}} \) in equation (2.137) is negligible in our model, we obtain

\[
\mathcal{P}_R = \mathcal{P}_\zeta \simeq N_{,\bar{s}}^2 \mathcal{P}_{\bar{Q}_s}|_{t=t_i},
\]

(5.32)

where \( \mathcal{P}_{\bar{Q}_s} \) is given by equation (2.66). Note that the amplitude of the curvature perturbation on the uniform density hypersurface coincides with the amplitude of the comoving curvature perturbation on super-horizon scales [10]. The numerical result shows that the \( \delta N \)-formalism successfully predicts the value of the final curvature perturbation \( \mathcal{P}_R \sim 2.3 \times 10^{-9} \) within a few percent error in this model as shown in the appendix B.

In this model, the equilateral non-Gaussianity is obtained numerically using equation (2.174) as

\[
f_{NL}^{equil} \sim -9.5,
\]

(5.33)

with \( c_s \sim 6.2 \times 10^{-3} \) and \( \cos^2 \Theta \sim 1.1 \times 10^{-3} \). In subsection 3.2.3, it is shown that the value of \( f_{NL}^{equil} \) cannot be small enough to be compatible with the Planck satellite observations in single field cases, if the value of the tensor-to-scalar ratio \( r \) is smaller than the string theoretical upper bound (3.84) because of the small sound speed. However, this multi-field model satisfies the string theoretical constraint (3.84) as shown in equation (5.28) with a small value of \( f_{NL}^{equil} \) as equation (5.33) satisfies the Planck satellite constraint (1.96).
Finally, let us show the numerical result of $f_{\text{NL}}^{\text{local}}$ using equation (2.179). Numerically, we can compute the second derivative of $N$ with respect to $\tilde{\phi}_s$ as

$$N_{,\tilde{s}\tilde{s}} = \frac{N \left( \phi'(t_1) + \tilde{Q}_s \tilde{\epsilon}_s \right) - 2N \left( \phi'(t_1) \right) + N \left( \phi'(t_i) - \tilde{Q}_s \tilde{\epsilon}_s \right)}{\tilde{Q}_s^2},$$

(5.34)

The result of our numerical computation shows that we have

$$f_{\text{NL}}^{\text{local}} = \frac{5}{6} \frac{N_{,\tilde{s}\tilde{s}}}{N_{,s}^2} \sim 40.1,$$

(5.35)

in our model (see appendix B for the details of the numerical computations). Note that $f_{\text{NL}}^{\text{local}}$ becomes constant after the transition. This value is excluded with the Planck satellite observations (1.97) even though it was compatible with the WMAP observation [81] which was the strongest constraint when our result was published in Phys. Rev. D. [82]. We can see that the statistical properties of the CMB become powerful
tools to exclude inflationary models thanks to the development of the CMB observations. Even though the values of all the observables, except for $f_{\text{local}}^\text{NL}$, can be made compatible with the Planck satellite observations, we have not succeeded to find a parameter set with which the values of all the observables including $f_{\text{local}}^\text{NL}$ are consistent with the Planck constraints despite the extensive search of parameters. Of course, this does not imply that multi-field DBI inflation models are excluded as our model uses a very specific form of the potential. However, this means that generally it is very hard to find an example of multi field DBI models that satisfy all the observational constraints obtained by Planck satellite observations.
Chapter 6

Conclusions and Discussions

Inflation in the early stage of the Universe is believed to be the most promising model to solve the problems of the standard Big Bang scenario, namely the horizon problem, the flatness problem and the relic problem. Inflation is also successful in generating the fluctuations in the CMB temperature anisotropies naturally as a result of the quantum fluctuations of the inflaton, the scalar field that drives inflation. However, the origin of the inflaton is still unknown. In the DBI inflation models motivated by string theory, the extra dimensional coordinates play the roles of the scalar fields that drive inflation. Therefore, we can identify the geometrical origin of the inflaton in DBI inflation models.

The CMB observations place strong constraints on inflation models. Among the CMB observables that quantify the statistical properties of the CMB temperature anisotropies, the non-Gaussianities have recently been studied extensively in the literature because the values of the non-Gaussianity parameters including $f_{\text{NL}}^{\text{equil}}$ and $f_{\text{NL}}^{\text{local}}$ were measured to great precision with the Planck satellite. Non-Gaussianities combined with other observables including the curvature perturbation power spectrum, tensor-to-scalar ratio and the spectral index for the scalar perturbation place strong constraints with which many inflation models are excluded.

DBI inflation is the most plausible model that generates large equilateral non-Gaussianity. However, single field UV DBI models in string theory are strongly disfavoured by the current observations of the spectral index and equilateral non-Gaussianity. It has been shown that these constraints are significantly relaxed in multi-field models if there is a large conversion of the entropy perturbations into the curvature perturbation.
In chapter 4 we studied the DBI inflation model with the simplest two-field potential derived in string theory \cite{71}. When we consider the cases where we have the effective single field dynamics around horizon crossing, the model is approximated with a simple model studied in \cite{58}. After the horizon exit, the power spectrum of the curvature perturbation is significantly enhanced if the trajectory of the brane in the field space is bent sharply. Because all the analytic expressions derived in section 2.5 are valid with the effective single field dynamics around horizon crossing, we can predict the value of the non-Gaussianity parameters. It has been shown that the model is excluded with the constraints on the power spectrum of the curvature perturbation and $f_{\text{equil}}$ regardless of the model parameters when we take into account the constraint on the volume of the internal space \cite{73}.

We need further analysis if the coupling between the adiabatic and entropy perturbations is not negligible around horizon crossing. In such cases, we need to calculate the non-Gaussianity performing the full calculations with the in-in formalism. In \cite{77}, they have done similar calculations in quasi-single field inflation where the coupling is not negligible around horizon crossing. They obtained large bispectra whose shape is between the equilateral and local shapes. It would be interesting to apply their method to study the shape of non-Gaussianity in the case with the large coupling to know whether the stringent microphysical constraint can be avoided.

In chapter 4, we study the simplest potential that takes into account the leading order correction to the potential. The shape of the potential can be more complicated depending on the embedding of branes in the internal space. For example, in \cite{67}, they obtained a potential where a waterfall phase transition connects two different radial trajectories (see figure 5.1). In chapter 5 for the first time, we quantified the effect of the angular dynamics on observables using a toy model representing this type of the potential. We demonstrated that all the Planck observational constraints can be satisfied, except for the constraint on $f_{\text{local}}$, while obeying the bound on the tensor to scalar ratio imposed in string theory models. In general, the large conversion creates large local type non-Gaussianity. In our model, this is indeed the case and we expect that large equilateral non-Gaussianity is generally accompanied by large local type non-Gaussianity in multi-field DBI models. When our result \cite{82} was published, all the WMAP observational constraints \cite{81} were satisfied with the parameter set.
introduced in chapter 5. However, we have not succeeded to make the value of $f_{NL}^{local}$ compatible with the Planck satellite observations despite the extensive parameter search.

There are a number of extensions of our study in chapter 5 where we consider a toy two-field model. It would be important to study directly the potentials obtained in string theory taking into account higher order corrections to confirm our results; although it is a challenge to compute the potential when the sound speed is small. The curve in the trajectory in field space, which is essential to evade the strong constraints in string theory and responsible for large local non-Gaussianity, can be caused not only by the potential but also by non-trivial sound speeds [83, 84]. This happens in a model with more than one throat for example where there appear multiple different sound speeds. It would be interesting to compare the two cases to see if one can distinguish between them observationally. Finally, it has been shown that the multi-field effects enhance the equilateral type trispectrum for a given $f_{NL}^{equil}$ [85, 86] and its shape has been studied in detail [87, 88]. Moreover, it was shown that there appears a particular momentum dependent component whose amplitude is given by $f_{NL}^{local} f_{NL}^{equil}$ [89]. Thus the trispectrum will provide further tests of multi-field DBI inflation models.

In this thesis we investigated whether it is possible to realise DBI inflation models that satisfy all the observational constraints while satisfying the micro-physical constraint in string theory. We found it rather difficult to find such an example and generally it requires specific forms of potentials and fine-tuned initial conditions. DBI inflation model could leave distinct signatures in the CMB temperature anisotropies once realised because DBI inflation models provide the most plausible mechanism that generates the equilateral type non-Gaussianity. It is important to study further the realisation of this model in string theory.
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Appendix A

“in-in” formalism

In this appendix, let us review the in-in formalism which will be used to calculate
the bispectra of the curvature perturbation following the derivation of [90]. Let
us consider a general Hamiltonian system with canonical variables \( \phi_a(x, t) \) and
conjugates \( \pi_a(x, t) \) which satisfy the commutation relations

\[
\begin{align*}
[\phi_a(x, t), \pi_b(y, t)] &= i \delta_{ab} \delta^{(3)}(x - y), \\
[\phi_a(x, t), \phi_b(y, t)] &= [\pi_a(x, t), \pi_b(y, t)] = 0,
\end{align*}
\]

(A.1)

where \( a \) is an index labelling fields and their spin components, \( \delta^{(3)} \) is the Kro-
necker delta and \( [X, Y] \equiv XY - YX \) is the anti-commutator in this section. The
equations of motion are

\[
\begin{align*}
\dot{\phi}_a(x, t) &= i \left[ H(\phi(t), \pi_a(t)), \phi_a(x, t) \right], \\
\dot{\pi}_a(x, t) &= i \left[ H(\phi(t), \pi_a(t)), \pi_a(x, t) \right],
\end{align*}
\]

(A.2)

where Hamiltonian \( H \) is a functional of the variables \( \phi_a(x, t) \) and conjugates
\( \pi_a(x, t) \) at fixed time \( t \). We expand \( \phi_a(x, t) \) and \( \pi_a(x, t) \) around the background
FRW parts, which are time-dependent c-number solutions \( \bar{\phi}_a(t) \) and \( \bar{\pi}_a(t) \), as

\[
\phi_a(x, t) = \bar{\phi}_a(t) + \delta \phi_a(x, t), \quad \pi_a(x, t) = \bar{\pi}_a(t) + \delta \pi_a(x, t).
\]

(A.3)

When we expand the Hamiltonian in powers of the perturbations \( \delta \phi_a(x, t) \) and
\( \delta \pi_a(x, t) \) at some time \( t \), let us define the sum of the all terms of second and
higher order in the perturbations as \( \bar{\mathcal{H}}(\delta \phi(t), \delta \pi(t); t) \). Then, using the fact that
both the background parts and the perturbation parts of the \( \phi_a(x, t) \) and \( \pi_a(x, t) \)
satisfy equations (A.1) and (A.2), after some simple calculations, we can separate the equations of motion for the background parts and for the perturbation parts which are given by

\[
\delta \dot{\phi}_a (x, t) = i \left[ \tilde{H} (\delta \phi (t), \delta \pi (t) ; t), \delta \phi_a (x, t) \right], \\
\delta \dot{\pi}_a (x, t) = i \left[ \tilde{H} (\delta \phi (t), \delta \pi (t) ; t), \delta \pi_a (x, t) \right].
\]

(A.4)

Note that the Hamiltonian only depends on time although it contains the perturbations \( \delta \phi_a (x, t) \) and \( \delta \pi_a (x, t) \), which are dependent on the space coordinates, because those space coordinates are integrated when we obtain the Hamiltonian from the Hamiltonian density.

Let us introduce unitary transformations

\[
\delta \phi_a (t) = U^{-1} (t, t_0) \delta \phi_a (t_0) U (t, t_0), \\
\delta \pi_a (t) = U^{-1} (t, t_0) \delta \pi_a (t_0) U (t, t_0),
\]

(A.5)

where \( U (t, t_0) \) is a time evolution operator. Then, by substituting equation (A.5) into equation (A.4), we can see

\[
\frac{d}{dt} U (t, t_0) = -i \tilde{H} (\delta \phi (t_0), \delta \pi_a (t_0) ; t) U (t, t_0), \\
\frac{d}{dt} U^{-1} (t, t_0) = i U^{-1} (t, t_0) \tilde{H} (\delta \phi (t_0), \delta \pi_a (t_0) ; t),
\]

(A.6)

and the initial conditions

\[
U (t_0, t_0) = U^{-1} (t_0, t_0) = 1.
\]

(A.7)

Note that we used the relation

\[
\tilde{H} (\delta \phi (t), \delta \pi (t) ; t) = U^{-1} (t, t_0) \tilde{H} (\delta \phi (t_0), \delta \pi (t_0) ; t) U (t, t_0),
\]

(A.8)

and that equations (A.6) satisfy the relation \( \dot{U} U^{-1} + U \dot{U}^{-1} = 0 \) which is derived by differentiating the equation \( U U^{-1} = 1 \). To calculate the time evolution operator \( U \), let us decompose \( \tilde{H} \) into \( H_0 \), which is quadratic in the perturbations, and an interaction term \( H_I \), which is higher order in the perturbations, as

\[
\tilde{H} (\delta \phi (t), \delta \pi (t) ; t) = H_0 (\delta \phi (t), \delta \pi (t) ; t) + H_I (\delta \phi (t), \delta \pi (t) ; t),
\]

(A.9)
and seek to calculate $U$ as a power series in $H_I$. Now, we introduce the “interaction picture”. Let us define the fluctuation operators $\delta \phi^I_a (t)$ and $\delta \pi^I_a (t)$ whose time dependence is generated by $H_0$ as

$$
\begin{align*}
\delta \phi^I_a (x, t) &= i \left[ H_0 (\delta \phi (t) , \delta \pi (t) ; t) , \delta \phi^I_a (x, t) \right], \\
\delta \pi^I_a (x, t) &= i \left[ H_0 (\delta \phi (t) , \delta \pi (t) ; t) , \delta \pi^I_a (x, t) \right],
\end{align*}
$$
(A.10)

and the initial conditions

$$
\begin{align*}
\delta \phi^I_a (t_0) &= \delta \phi_a (t_0), \\
\delta \pi^I_a (t_0) &= \delta \pi_a (t_0).
\end{align*}
$$
(A.11)

Because $H_0$ is quadratic, the fluctuation operators in the interaction picture are free fields which satisfy the linear wave equations. We can define unitary transformations as

$$
\begin{align*}
\delta \phi^I_a (t) &= U_0^{-1} (t, t_0) \delta \phi_a (t_0) U_0 (t, t_0), \\
\delta \pi^I_a (t) &= U_0^{-1} (t, t_0) \delta \pi_a (t_0) U_0 (t, t_0),
\end{align*}
$$
(A.12)

where $U_0 (t, t_0)$ is a time evolution operator in the interaction picture, using the initial conditions (A.11). By substituting equations (A.12) into equations (A.10), we obtain

$$
\begin{align*}
\frac{d}{dt} U_0 (t, t_0) &= -i H_0 (\delta \phi (t_0) , \delta \pi (t_0) ; t) U_0 (t, t_0), \\
\frac{d}{dt} U_0^{-1} (t, t_0) &= i U_0^{-1} (t, t_0) H_0 (\delta \phi (t_0) , \delta \pi (t_0) ; t),
\end{align*}
$$
(A.13)

and the initial condition

$$
U_0 (t_0, t_0) = U_0^{-1} (t_0, t_0) = 1.
$$
(A.14)

Note that we used the relation

$$
H_0 (\delta \phi^I (t) , \delta \pi^I (t) ; t) = U_0^{-1} (t, t_0) \tilde{H} (\delta \phi (t_0) , \delta \pi_a (t_0) ; t) U_0 (t, t_0).
$$
(A.15)

Then, from equations (A.6), (A.9) and (A.13), we have

$$
\frac{d}{dt} \left\{ U_0^{-1} (t, t_0) U (t, t_0) \right\} = -i U_0^{-1} (t, t_0) H_I (\delta \phi (t_0) , \delta \pi_a (t_0) ; t) U (t, t_0) \\
= -i H_I (t) U_0^{-1} (t, t_0) U (t, t_0),
$$
(A.16)
where we define the interaction Hamiltonian in the interaction picture as

\[
H_I(t) \equiv U_0^{-1}(t, t_0) H_I(\delta \phi (t_0), \delta \pi_\alpha(t_0); t) U_0(t, t_0)
\]

\[
= H_I(\delta \phi^I(t), \delta \pi^I(t); t).
\]

If we define a function \( F(t, t_0) \) as

\[
U(t, t_0) = U_0(t, t_0) F(t, t_0),
\]

equation (A.16) is rewritten as

\[
\frac{d}{dt} F(t, t_0) = -i H_I(t) F(t, t_0), \quad F(t_0, t_0) = 1,
\]

which can be rewritten as

\[
F(t, t_0) = 1 - i \int_{t_0}^{t} H_I(t_1) F(t_1, t_0) dt_1.
\]

By eliminating \( F(t, t_0) \) from the right hand side of equation (A.20) by iterative calculations, we can obtain

\[
F(t, t_0) = 1 + (-i) \int_{t_0}^{t} H_I(t_1) dt_1 + (-i)^2 \int_{t_0}^{t} \int_{t_0}^{t_1} H_I(t_1) H_I(t_2) dt_2 dt_1 + ...
\]

\[
= T \exp \left( -i \int_{t_0}^{t} H_I(t_1) dt_1 \right).
\]

where \( T \) indicates that the products of \( H_I \)s in the power series expansion of the exponential are time-ordered. This means that they are written from left to right in decreasing order of the time arguments. With the solution (A.21), if we define \( Q(t) \) to be any \( \delta \phi(x, t), \delta \pi(x, t) \), or any product of the \( \delta \phi(x, t) \)s and/or \( \delta \pi(x, t) \)s all at the same time \( t \) but in general with different space coordinates, and \( Q^I(t) \) is the same product of \( \delta \phi^I(x, t) \) and/or \( \delta \pi^I(x, t) \), it is clear that we have the following relation

\[
Q(t) = F^{-1}(t, t_0) Q^I(t) F(t, t_0)
\]

\[
= \left\{ \bar{T} \exp \left( i \int_{t_0}^{t} H_I(t_1) dt_1 \right) \right\} Q^I(t) \left\{ T \exp \left( -i \int_{t_0}^{t} H_I(t_1) dt_1 \right) \right\}.
\]

(A.22)
Here $\tilde{T}$ denotes anti-time-ordering which means that the power series expansion of the exponential is written from left to right in increasing order of the time arguments. From equation (A.22), the expectation values of some product $Q(t)$ of field operators all at the same time $t$ are given by

$$\langle Q(t) \rangle = \left\langle \left\{ \tilde{T} \exp \left( i \int_{t_0}^{t_1} H_I(t_1) \, dt_1 \right) \right\} Q^I(t) \left\{ T \exp \left( -i \int_{t_0}^{t_1} H_I(t_1) \, dt_1 \right) \right\} \right\rangle.$$  \hspace{1cm} (A.23)

Equation (A.23) can also be written in the form

$$\langle Q(t) \rangle = \sum_{N=0}^{\infty} i^N \int_{t_0}^{t_1} dt_N \int_{t_0}^{t_N} dt_{N-1} \cdots \int_{t_0}^{t_3} dt_2 \int_{t_0}^{t_2} dt_1 \times \langle [H_I(t_1), [H_I(t_2), [H_I(t_3), \cdots [H_I(t_N), Q^I(t)]]]]] \rangle, \hspace{1cm} (A.24)$$

with the $N = 0$ term understood to be $\langle Q^I(t) \rangle$ where you can take $t_0 = -\infty$ in cosmology. You can see that equation (A.23) is equivalent to equation (A.24) for arbitrary $t$ to order $N$ as follows. It is obvious that this is true for the zeroth ($N = 0$ in equation (A.24)) and first order ($N = 1$ in equation (A.24)) in $H_I$. If we assume that equation (A.23) is equivalent to equation (A.24) up to order $N - 1$ in $H_I$, by differentiating these equations, we easily see that the time derivatives of the right hand sides are equal up to order $N$. 
Appendix B

Numerical method

We introduce the details of the numerical calculations in chapter 5 here. First, the derivation of the components of the basis vectors is introduced. Then, using those bases, we explain how the value of the curvature perturbation power spectrum is obtained numerically with the $\delta N$ formalism.

Let us first summarise how the adiabatic and entropic bases are defined here. We consider the linear perturbations of the scalar fields defined in equation (2.7). We decompose the perturbations into the instantaneous adiabatic and entropy perturbations; the adiabatic direction corresponds to the direction of the background field’s evolution while the entropy directions are orthogonal to the adiabatic direction as introduced in section 2.1.1. For this purpose, we use orthogonal bases $\tilde{e}_n^I$ ($n = 1, 2, \ldots N$) in field space. The orthonormal condition in general multi-field inflation is given by

$$P_{XIJ} \tilde{e}_n^I \tilde{e}_m^J = \delta_{nm},$$

(B.1)

so that the gradient term $P_{XIJ} \partial_i Q^I \partial^i Q^J$ is diagonalised when we use these bases. Here we assume that $P_{XIJ}$ is invertible and it can be used as a metric in the field space. The adiabatic vector is

$$\tilde{e}_1^I = \frac{\dot{\phi}^J}{\sqrt{P_{XJK} \dot{\phi}^J \dot{\phi}^K}},$$

(B.2)

which satisfies the normalization given by equation (B.1). The field perturbations are decomposed in those bases as

$$Q^I = \tilde{Q}_n \tilde{e}_n^I.$$

(B.3)
For multi-field DBI inflation, using the relation

\[ P_{X^{ij}} \dot{\phi}^i \dot{\phi}^j = c_s G_{IJ} \dot{\phi}^i \dot{\phi}^j + \frac{1 - c_s^2}{2X c_s^2} G_{IK} G_{JL} \dot{\phi}^i \dot{\phi}^j \dot{\phi}^k \dot{\phi}^l = \frac{2X}{c_s}, \]  

(B.4)

we can show that the adiabatic vector is given by

\[ \tilde{e}_I^1 = \frac{\sqrt{c_s}}{2X} \dot{\phi}^j, \]  

(B.5)

which is the adiabatic vector introduced in equation (2.44). This implies that

\[ G_{IJ} \tilde{e}_I^1 \tilde{e}_J^1 = c_s, \]  

(B.6)

\[ P_{X^{ij}} = c_s G_{IJ} + \frac{1 - c_s^2}{c_s^2} G_{IK} G_{JL} \tilde{e}_I^1 \tilde{e}_L^1. \]  

(B.7)

Substituting equation [B.7] into equation [B.1], with \( m = 1 \), we obtain

\[ G_{IJ} \tilde{e}_I^1 \tilde{e}_n^1 = c_s \delta_{n1}. \]  

(B.8)

Substituting equations [B.7] and [B.8] into equation [B.1], we obtain

\[ G_{IJ} \tilde{e}_n^1 \tilde{e}_n^m = \frac{1}{c_s} \delta_{mn} - \frac{1 - c_s^2}{c_s} \delta_{m1} \delta_{n1}. \]  

(B.9)

For two-field models with \( G_{IJ} \phi^K = A_I \phi^K \delta_{IJ} \) where \( A_\phi = 1 \) and \( A_\chi = \phi^2 \), from equation [B.5], the adiabatic vector is obtained as

\[ (\tilde{e}_\phi^\sigma, \tilde{e}_\chi^\sigma) = \left( \sqrt{c_s} \frac{\dot{\phi}}{\sqrt{\dot{\phi}^2 + \phi^2 \dot{\chi}^2}}, \sqrt{c_s} \frac{\dot{\chi}}{\sqrt{\dot{\phi}^2 + \phi^2 \dot{\chi}^2}} \right). \]  

(B.10)

From the orthogonal condition [B.9], the entropy vector \( \tilde{e}_I^j \) satisfies

\[ G_{IJ} \tilde{e}_\phi^I \tilde{e}_\phi^J = \tilde{e}_\phi^\sigma \tilde{e}_\phi^\sigma + \phi^2 \tilde{e}_\chi^\sigma \tilde{e}_\chi^\sigma = 0, \]  

(B.11)

\[ G_{IJ} \tilde{e}_\chi^I \tilde{e}_\chi^J = (\tilde{e}_\phi^\sigma)^2 + \phi^2 (\tilde{e}_\chi^\sigma)^2 = \frac{1}{c_s}, \]  

(B.12)
which leads to
\[
\begin{pmatrix}
\dot{e_s}^\phi \\
\dot{e_s}^\chi
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{c_s^2}} \frac{\phi \dot{\chi}}{\sqrt{\dot{\phi}^2 + \dot{\chi}^2}} & \frac{1}{\sqrt{c_s^2}} \frac{-\dot{\phi}}{\sqrt{\dot{\phi}^2 + \dot{\chi}^2}} \\
\end{pmatrix}.
\tag{B.13}
\]

Below, we explain how the $\delta N$-formalism is used in the numerical computations using the components of the basis vectors derived above. In single field cases, we just need to perturb the initial conditions along the trajectory. In the numerical computations, it is easy to compute $\phi (t_1 + \delta t)$ in single field cases because the trajectory with the perturbed initial conditions is the same as the one with the original initial conditions.

However, in two-field cases, the trajectory with the initial conditions perturbed in the entropic direction is different from the one with the original initial conditions as shown in figure 5.7. Although the perturbed initial values of the fields are defined in equation (5.30), once we set the value of $\tilde{Q}_s$, we also need to know how to perturb the values of the time derivatives of the fields. This is because we need to set the values of all the phase space variables in order to solve the second order differential equations numerically. From equation (5.30), we obtain
\[
p^I_{\phi} (p_{t_1}) = \dot{p}^I (t_1) + \dot{\tilde{Q}}_s \dot{e}_s^I + \tilde{Q}_s \dot{e}_s^I.
\tag{B.14}
\]

From equation (B.13), the derivatives of the components of the entropy basis vector are obtained as
\[
\dot{e}_s^\phi = e_s^\phi \left( -\frac{f_{\phi \dot{\phi}}}{2f} - \frac{sH}{2} - \frac{\ddot{\sigma}}{\bar{\dot{\sigma}}} + \frac{\dot{q}(t)}{q(t)} \right),
\tag{B.15}
\]
and
\[
\dot{e}_s^\chi = e_s^\chi \left( -\frac{f_{\phi \dot{\phi}}}{2f} - \frac{sH}{2} - \frac{\ddot{\sigma}}{\bar{\dot{\sigma}}} - \frac{\dot{\phi}}{\phi} + \frac{\dot{p}(t)}{p(t)} \right),
\tag{B.16}
\]
where $\dot{\sigma}$ is defined in equation (2.56), $s$ is the slow-roll parameter and $\ddot{\sigma} = d\dot{\sigma}/dt$. Here new variables $p(t)$ and $q(t)$ are defined as
\[
p(t) \equiv -\sqrt{f} \dot{\phi}, 
q(t) \equiv -\sqrt{f} \phi \dot{\chi},
\tag{B.17}
\]
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so that the sound speed is expressed as

\[ c_s = \sqrt{1 - p(t)^2 - q(t)^2}. \]  \hspace{1cm} (B.18)

Given that we obtain the numerical values of \( \dot{\phi}_s \) and \( \dot{\chi}_s \) using equations (B.15) and (B.16), we now know how to perturb all the phase space variables (\( \phi, \dot{\phi}, \chi, \dot{\chi} \)) from equation (B.14) if we know the value of \( \dot{Q}_s \). Because we set the value of \( \dot{Q}_s \), we can determine the value of \( \dot{Q}_s \) if there is a relation between \( \dot{Q}_s \) and \( \dot{\phi}_s \). Actually, before the transition, it is possible to obtain the analytic solution for \( v_s \) and hence the solution for \( \dot{Q}_s \) from equation (2.48). As mentioned in section 2.1.1, the approximations \( z''/z \simeq 2/\tau^2 \) and \( \alpha''/\alpha \simeq 2/\tau^2 \) hold because the slow-roll approximation holds and the coupling \( \xi \) is negligible before the transition. Therefore, equation (2.52) is approximated as

\[ v''_s + (c^2_s k^2 - 2/\tau^2 + a^2 \mu_s^2) v_s \simeq 0, \]  \hspace{1cm} (B.19)

which can be rewritten as

\[ \frac{d^2 \tilde{v}_s}{d\tilde{\tau}^2} + \frac{1}{\tilde{\tau}} \frac{d\tilde{v}_s}{d\tilde{\tau}} + \left( 1 - \frac{9/4 - \mu_s^2/H^2}{\tilde{\tau}^2} \right) \tilde{v}_s \simeq 0, \]  \hspace{1cm} (B.20)

where

\[ \tilde{v}_s \equiv \frac{v_s}{\sqrt{-\tau}}, \quad \tilde{\tau} \equiv -c_s k\tau. \]  \hspace{1cm} (B.21)

Note that we regard \( c_s \) as a constant because the slow-roll parameter \( s \) is much smaller than unity as we showed in figure 5.4. Then, if we approximate \( \mu_s \) to be a constant, we have the analytic solution for equation (B.20) because it is the Bessel differential equation. By choosing the Bunch-Davies vacuum initial condition, we obtain

\[ v_s = \frac{\sqrt{\pi}}{2} e^{i(\nu_s + 1/2)\pi/2} (-\tau)^{1/2} H^{(1)}_{\nu_s} (-c_s k\tau), \]  \hspace{1cm} (B.22)

where

\[ \nu_s = \sqrt{9/4 - \mu_s^2/H^2}, \]  \hspace{1cm} (B.23)

and \( H^{(1)}_{\nu_s} \) is the Hankel function of the first kind. In the super-horizon limit
−c_s k\tau \ll 1, using the asymptotic form of the Hankel function
\[ H^{(1)}_{\nu_s}(-c_s k\tau) \sim -i \left( \frac{2}{-c_s k\tau} \right)^{\nu_s}, \]  
we have
\[ v_s = \frac{-i\sqrt{\pi}}{2} e^{i(\nu_s + 1/2)\pi/2} (-\tau)^{1/2} \frac{\Gamma(\nu_s)}{\pi} \left( \frac{2}{-c_s k\tau} \right)^{\nu_s}, \]  
and
\[ \tilde{Q}_s = \frac{-i\sqrt{\pi} c_s H}{2} e^{i(\nu_s + 1/2)\pi/2} (-\tau)^{3/2} \frac{\Gamma(\nu_s)}{\pi} \left( \frac{2}{-c_s k\tau} \right)^{\nu_s}, \]  
where we used the relation \( \tau \sim -1/aH \) during slow-roll inflation. From equation (B.26), we obtain the first derivative of \( \tilde{Q}_s \) in terms of \( \tilde{Q}_s \) as
\[ \dot{\tilde{Q}}_s = \left[ s (1 - \nu_s) - \epsilon + \nu_s - \frac{3}{2} \right] H \tilde{Q}_s. \]  

Let us show the details of the numerical results for obtaining the value of the curvature perturbation power spectrum using the \( \delta N \) formalism. As shown in figure 5.3, the transition begins around \( N \sim 20 \). We take the initial hypersurface around \( N \sim 12 \) where we can evaluate \( P_{\tilde{Q}_s} \) with equation (2.60) because the trajectory is still effectively a single field one after sound horizon crossing. On the initial hypersurface, we set the values of all the phase space variables as \( \phi(t_1) \approx 7.09, \dot{\phi}(t_1) \approx 8.11 \times 10^{-11}, \chi(t_1) \approx 5.06 \times 10^{-5}, \dot{\chi}(t_1) \approx 3.42 \times 10^{-14} \). If we set \( \delta \chi = 10^{-7} \), we obtain
\[ \delta \phi = \frac{e^\phi_s(t_1)}{e^\chi_s(t_1)} \delta \chi = -2.12 \times 10^{-9}, \]  
given that \( \delta \phi = \tilde{Q}_s \tilde{e}^\phi_s \) and \( \delta \chi = \tilde{Q}_s \tilde{e}^\chi_s \) from equation (5.30), where \( e^\phi_s(t_1) \) and \( e^\chi_s(t_1) \) are obtained numerically. Then, we also have
\[ \tilde{Q}_s = \frac{10^{-7}}{e^\chi_s(t_1)} = -5.59 \times 10^{-8}. \]  
Using equation (B.27), we obtain \( \dot{\tilde{Q}}_s \approx -4.29 \times 10^{-17} \). Actually, we can also obtain the first derivative numerically
\[ \dot{\tilde{Q}}_s = \left( \frac{\dot{v}_s}{v_s} + H (s - 1) \right) Q_s \approx -3.07 \times 10^{-17}, \]
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from equation (2.48) using the numerical values of $\dot{v}_s$ and $v_s$. We can see that the values of $\dot{Q}_s$ obtained in both ways are the same with around 40 percent error. This error comes from the fact that the solution (B.27) is exact only if $\mu_s$ is perfectly constant and the slow-roll parameters are zero. Using equations (B.14), (B.29), (B.30) and the numerical values of $e_I^s$ and $\dot{e}_I^s$ obtained by using equations (B.13), (B.15) and (B.16), we obtain the first derivatives of the fields as

$$\delta \dot{\phi} \equiv \dot{\rho}_s (\rho t_1) - \dot{\phi} (t_1) \simeq -1.47 \times 10^{-17},$$  

(B.31)

and

$$\delta \dot{\chi} \equiv \dot{\rho}_s (\tilde{t}_1) - \dot{\chi} (t_1) \simeq 5.35 \times 10^{-17}.$$  

(B.32)

Using $\delta \chi = 10^{-7}$ and equations (B.28), (B.31) and (B.32), we can now perturb the initial conditions. Using these initial condition, the first derivative of $N$ with respect to $\dot{\phi}_s$ is obtained using equations (5.29) and (5.31) as

$$N_{\tilde{\phi}} \simeq 7.82 \times 10^2.$$  

(B.33)

Then, from equation (5.32), the power spectrum of the curvature perturbation is given by

$$P_R = P_\zeta \simeq N_{\tilde{\phi}}^2 |\dot{Q}_s|_{t=t_1} \simeq 2.29 \times 10^{-9},$$  

(B.34)

where we used the numerical result for the power spectrum of the entropy perturbation

$$P_{\tilde{Q}_s}|_{t=t_1} = \frac{k^3}{2\pi^2} \frac{c_s^2 |v_{sk}|^2}{a^2} \simeq 3.74 \times 10^{-15}.$$  

(B.35)

This coincides with the value $P_R \sim 2.3 \times 10^{-9}$ with less than one percent error, which is obtained directly by solving the equations of motion for the linear perturbations numerically. This confirms the validity of the $\delta N$ formalism in this model. In a similar way, we perturb $N$ and obtain the second order derivative using equation (5.34). It is then possible to compute the local type non-Gaussianity.