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Abstract. In resource-constrained devices, adaptation of data stream processing to variations of data rates, availability of resources and environment changes is crucial for consistency and continuity of running applications. Context-aware adaptation, as a new dimension of research in data stream mining, enhances and optimizes distributed data stream processing tasks. Context-awareness is one of the key aspects of ubiquitous computing as applications’ successful operations rely on detecting changes and adjusting accordingly. This paper presents a general architecture for context-aware adaptive mining of data streams that aims to dynamically and autonomously adjust data stream mining parameters according to changes in context and resource availability in distributed and heterogeneous computing environments.

1. Introduction

Processing of data streams due to their unpredictable and continuous nature [1, 2] is a challenging area of study. In the literature, various techniques and approaches have been presented to address the issues associated with data stream processing both in data mining and querying. However, recently the emergence and growth of mobile computing and networking and importance of using mobile devices for data stream mining in certain application domains (e.g. health or bushfire monitoring applications) have introduced new research challenges that need to be addressed. Data stream applications running on resource-constrained devices need not only to consider limitations of computational resources such as memory, battery level and CPU speed but also to take into account the issues of variable data rates, mobility, disconnections and environmental changes.
Nearly all pervasive systems utilize context to perform their tasks and this makes context-awareness an essential requirement of these systems [3, 4]. To perform data stream mining in heterogeneous and distributed computing environments, applications need to monitor context changes and react or adapt to them in order to maintain consistent and continuous operations.

Studying the current state-of-art in data stream mining [5-7] indicates that there are methods and algorithms introduced for efficiently mining high speed data streams in mobile devices such as Personal Digital Assistants (PDAs) but they have limited dynamic ability to adjust to a multitude of changing contextual parameters and have not been adequately equipped to cope with the distributed and heterogeneous nature of applications or the mobility of the users/devices that these techniques aim to support. One of the innovative adaptive works in data stream mining on resource-constrained devices is Algorithm Output Granularity (AOG) [8, 9] that provides adaptability with respect to the available memory on a device. Examples of light-weight data stream mining algorithms that have been developed using the AOG include LWC, LWClass and LWF [10].

In this paper we introduce a novel architecture for context-aware adaptive data stream mining that aims to provide real-time and dynamic strategies for adaptation and cost-efficiency by factoring in current context, availability of resources and distribution of resources and processing. This approach will significantly contribute to a range of application areas such as the mobile workforce, Intelligent Transportation Systems and sensor network applications. The summary of our main contributions are as follows:

- Incorporating context-awareness into data stream processing as a meta-level concept (i.e. situations) based on the Naive Context Spaces (NCS) model;
- Enabling real-time and cost-efficient adaptation by matching context changes to a set of pre-defined application-specific situations and responding to changes accordingly;
- Introducing adaptation strategies with data stream processing parameters that are dynamically set/adjusted at run-time based on contextual changes, and shifting from purely reactive to proactive behavior;
- Ensuring the continuity and consistency of running operations on resource-constrained devices;

To explain different parts of our architecture throughout the course of the paper, we will use an example of a health monitoring application for heart patients. The details of the examples are only provided for the purpose of illustrating the points and may lack the necessary medical accuracy and correctness. Applications for healthcare biosensor networks are recently gaining popularity among people as they provide a convenient and safe way to monitor patients remotely and generate warnings and emergency calls. One of the main biosensors used for monitoring heart patients is ECG (Electrocardiogram) sensors that send heart beat rates as a continuous data stream to a PDA [11] or to a base station using an ISM band [12]. Data stream querying or mining needs to be performed on the ECG sensor streams locally on a mobile device or on a central workstation for monitoring and analyzing heart beats.
This paper is structured as follows: Section 2 provides a general view of our proposed architecture for context-aware adaptive data stream mining. Section 3 discusses context and situation modeling and how situations are inferred. Section 4 focuses on adaptation strategy and correlation functions. Finally section 5 concludes the paper and discusses future work.

2. An Architecture for Context-Aware Adaptive Data Stream Mining

In this section, we introduce an architecture for context-aware adaptive data stream mining. The architecture consists of two parts as shown in Figure 1. The first part is a situation manager that provides context-awareness and includes components for context modeling and inference. The second part, strategy manager, is responsible for adjusting adaptation strategy parameters based on correlation functions and invoking strategies.

![Figure 1. A general architecture for context-aware adaptive data stream mining](image-url)
3. Situation Manager

The situation manager consists of three components: Situation repository, Situation Modeling and Situation Inference. These components work together to reason about the occurring situation based on the current context attribute values. Contextual information used for inferring situations may include sensed context collected from sensors, static context or internal context such as battery level of mobile devices.

3.1 Situation Modeling

We have based our context representation and modeling on the Naïve Context Spaces (NCS) Model [13, 14] but made changes to it to comply with our purpose. The NCS model and its extension in [15] are used as a powerful tool for reasoning about context and addressing uncertainties of sensed information. The core of the NCS model is the concept of situations. The NCS model represents contextual information as geometrical objects in multidimensional space called situations [13]. A situation space is a tuple of regions of attribute values related to a situation. Each region is a set of accepted values for an attribute based on a pre-defined predicate and each context state a collection of values of context attributes at the given time.

The NCS model extends the definition of context by describing it as “the set of facts, assumptions and predictions along with methods/algorithms of interpreting/ discovering/ processing that information” [15].

Using the NCS model, a situation occurs if every sensed context attribute value meets the predicate of the region set for the same type of attribute. We consider these situations as known situations. However, if the current context state does not match any of the pre-defined situations, it indicates the occurrence of an unknown situation. Any unknown situation can be similar/dissimilar to the situations already defined.

If we have an occurring situation \( S_i \) with a region of \( A_j \), then for the sensed context attribute of \( a'_i \), we will have \( a'_i \in A_j \), and \( A_{\text{min value}} \leq a'_i \leq A_{\text{max value}} \) for continuous values. For any unknown situation there will be at least one context attribute value \( a'_i \) that does not satisfy its associated region’s predicate.

Considering our example for monitoring heart patients, from a list of related context attributes, we consider the following context attributes: temperature \( a_1 \) (0-50), age \( a_2 \) (20-120), location \( a_3 \) (HOME, NOT HOME), time \( a_4 \) (24 hours), heart rate \( a_5 \) (60-180), and Battery_level \( a_6 \) (0-100%). Weights are values from 0 to 1 that represent the importance of each context attribute in a situation and can have the total value of 1 per situation. Table 1 shows examples of pre-defined situations based on the aforementioned context attributes.
<table>
<thead>
<tr>
<th>Situation</th>
<th>Context attributes</th>
<th>Regions and their predicates</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$ sleep</td>
<td>$a_1$</td>
<td>$&lt;34$</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>$a_2$</td>
<td>$&lt;85$</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>$a_3$</td>
<td>HOME</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>$a_4$</td>
<td>$&gt;10$ pm AND $&lt;7$ am</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>$a_5$</td>
<td>$&lt;100$</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>$a_6$</td>
<td>$&gt;80$%</td>
<td>0.1</td>
</tr>
<tr>
<td>$S_2$ Heat_stroke_threat</td>
<td>$a_1$</td>
<td>$&gt;34$</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>$a_2$</td>
<td>$&gt;75$</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>$a_3$</td>
<td>NOT HOME</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>$a_4$</td>
<td>$&gt;11$ am AND $&lt;8$ pm</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>$a_5$</td>
<td>$&gt;100$</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>$a_6$</td>
<td>$&gt;40$%</td>
<td>0.03</td>
</tr>
<tr>
<td>$S_3$ critical</td>
<td>$a_1$</td>
<td>$&gt;34$</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>$a_2$</td>
<td>$&gt;70$</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>$a_3$</td>
<td>NOT HOME</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>$a_4$</td>
<td>$&gt;4$ pm AND $&lt;6$ pm (rush hour)</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>$a_5$</td>
<td>$&gt;100$</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>$a_6$</td>
<td>$&lt;40$%</td>
<td>0.1</td>
</tr>
</tbody>
</table>

3.2 Situation Repository

The situation repository contains a set of pre-defined situations that specify the most important regions of context attributes for the application however any major changes in context attribute values will be modeled as a situation (known or unknown) and used for adaptation of strategy parameters.

We have used XML schema (as shown in Figure 2) for defining our context model and XML documents for defining situations of different application domains.

We use JAXB to convert an XML document to java classes based on our XML schema. XML is a powerful and easy tool for the sharing of data across different applications. Applications can express their domain-related situations as an XML document in a simple way without requiring the knowledge of the underlying situation model.
Figure 2. XML schema of the situation model

3.3 Situation Inference

Situation inference is here referred to as discovering which pre-defined situation matches the current context state (collection of context attributes). Situation inference finds a perfect match for known situations and the closest match for unknown situations. 

1. Let $R_{\text{situations}} = \{S_1, S_2, ..., S_n\}$ be the set of pre-defined situations in the Situation Repository.

2. Let context state $C = \{a_1', a_2', ..., a_m'\}$ be the set of context attributes’ values collected at time $t$. 
3. We use the function $\text{perfectMatch}(C', R_{\text{ situations}})$ to find a pre-defined situation that matches the current context state $C_i$. If there is not a perfect match, we find the most similar situation $S_{\text{ similar}}$ using the State-Space difference $\Delta_{\text{ space}}$ measures [15]. The function $f$ calculates the distance between the context attribute and the region of accepted values, and $\hat{a}_i$ denotes the accepted region’s absolute size.

$$\Delta_{\text{ space}} = \sum_{i=1}^{n} w_i f(a'_i, a'_i, \hat{a}_i).$$

4. After computing the state-space difference for all the pre-defined situations, the situation with the least difference value is selected as the most similar situation. The difference between a sensed context attribute and its closest value in the accepted region $(a'_i - a'_i)$ is later used for adjusting strategy parameters.

3.3.1 K-Nearest neighbor algorithm
To provide more accurate inference results we also perform the k-nearest neighbor algorithm to classify unknown situations based on the closest pre-defined situations. We first normalize instances and then measure Euclidean distance between the current context state and pre-defined situations to find the closest situation. We have tested the algorithm with $k=1$, $k=3$ and $k=5$, and the results are very similar. However, we intend to experiment this further with larger number of training examples and different application domains to determine the value of $k$.

4. Strategy Manager
To achieve real-time and dynamic adaptability, we use a set of parameterized adaptation strategies with their correlation functions. At run-time, the changes in context attribute values are used for adjusting parameter values in the corresponding strategy using its matching function. The strategy manager includes strategy repository, correlation functions and strategy invocation.

4.1 Strategy Repository
Every occurring situation may invoke a corresponding strategy to adjust the data stream mining parameters. We initially define a set of strategies with their parameters for each
pre-defined situation. Table 2 illustrates some examples of these strategies for our scenario.

<table>
<thead>
<tr>
<th>Strategies</th>
<th>parameters</th>
<th>Value</th>
<th>Situations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Str_1$</td>
<td>Increase window size (sec)</td>
<td>min= +5 max= +10 (non-linear) lighter weight algorithm</td>
<td>$S_1$ Sleep</td>
</tr>
<tr>
<td>$Str_2$</td>
<td>Switch /change process</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>$Str_3$</td>
<td>Decrease Window size (sec)</td>
<td>-6</td>
<td>$S_2$ heat_stroke</td>
</tr>
<tr>
<td>$Str_4$</td>
<td>Decrease Window size (sec)</td>
<td>-12</td>
<td>$S_4$ Critical</td>
</tr>
<tr>
<td>$Str_5$</td>
<td>send warning/emergency call</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

### 4.2 Strategy Invocation

Depending on which situation is currently occurring, a corresponding strategy is selected.
1. Let $R_{strategies} = \{Str_1, Str_2, ..., Str_n\}$ be the set of pre-defined strategies in the strategy repository.
2. The strategy invocation $SI(S_{occurring}, R_{repository}) = Str_j$ returns the adaptation strategy for the occurring situation.

Adaptation parameters need to be adjusted properly before they could be applied to data stream mining tasks. We use correlation functions to adjust the value of parameters based on context attribute values. For a data stream process $P_i$ running on a data stream $DS_i$, the parameters that have been considered in resource-aware approaches [8, 16] include Input rate, output rate, time frame, procesesing rate of data per unit, total time, available memory, and sampling method. From the above parameters, those that can be adjusted by an adaptation strategy are: Input rate, output rate, time frame, and sampling method.

In addition to the above parameters, we consider the parameter of location $L_i^{stream}$ for data streams, $L_i^{device}$ for the mobile device $D_i$, and $L_i^{algorithm}$ for light weight algorithms that can be transferred from one location/device to another. The parameter of location addresses the aspect of mobility in devices and users as well as distribution of data streams and
algorithms on heterogeneous computing devices. Figure 3 illustrates adaptation of data stream processing.

![Figure 3. Adaptation of data stream processing](image)

4.3 Correlation Functions

In order to make adjustments to strategy parameters, we use correlation functions that are pre-defined functions and vary from linear to non-linear. Correlation functions calculate strategy parameter values according to changes in context and the occurring situation. We envisage this concept by providing an example of context-aware adaptation from our scenario. In the heat-stroke-threat situation, the matching strategy reduces the window size from 30 sec (set value) to 24 sec (-6) as shown in Table 2. For a similar situation that meets all the accepted regions of the heat-stroke situation but its temperature value is 33 (refer to Table 1), we use a linear function (i.e. window size = ax+b where $x = \Delta t_i$, and $a$ and $b$ are set values) to adjust the parameter of window size. We discuss this further in the following steps:

1. Strategy invocation, $SI(S_{occurring}, R_{repository}) = Str_i$ returns the corresponding strategy $Str_i$ for the current situation inferred by the situation manager.

2. Let $CF = \{ f_1, f_2, ..., f_n \}$ be a set of pre-defined correlation functions.
3. Let \( f_i(a_i, p_i) \rightarrow a_{p_i} \) be a correlation function for \( Str_i \) that returns \( a_{p_i} \) the adjusted value of the parameter \( p_i \) based on the relationship of the context attribute \( a_i \) and the parameter \( p_i \) where \( p_i \in Str_i \) and \( a_i \in S_{occurring} \).

4. The adjusted value \( a_{p_i} \) of parameter \( p_i \) is then used in the strategy \( Str_i \).

As an example of cost-efficient adaptation, we include a strategy for the sleep situation that uses a pre-defined non-linear function to increase the window size (i.e. reducing the reading rates of heart beat) based on the attribute of time during the night in order to save device resources. During the day (unknown situation), the window size is automatically adjusted according to the relationship of the time and window size in the sleep situation using a similar correlation function as shown in Figure 4. We consider sleep situation for patients who mainly suffer from heart irregularities under stress and tension that are more likely during the day.

\[ \text{Figure 4. Using a quadratic function for adjusting parameters for sleep situation} \]

5. Conclusion and Future Work

In distributed and heterogeneous environments, data stream applications have to cope with high data stream rates and limited computing resources such as memory or battery. Moreover, these applications need to address mobility, disconnections and environmental changes that are the norm in ubiquitous computing environments. Integrating data stream...
processing with context-awareness enables applications to adjust to changes and continue their operations as expected.

In this paper we introduced a general architecture for context-aware adaptive data stream mining in heterogeneous computing environments. Our project is currently at the initial stages and our intention is to build a middleware based on the proposed architecture that will provide adaptation tasks and services on different data stream applications. While our current focus is on data stream mining, we see the potential for generalizing the approach for data stream processing including querying. Furthermore, there are still open issues in terms of distribution of data streams and mining algorithms that we intend to address in future work.
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