Infrared protein crystallography
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Abstract

We consider the application of infrared spectroscopy to protein crystals, with particular emphasis on exploiting molecular orientation through polarization measurements on oriented single crystals. Infrared microscopes enable transmission measurements on individual crystals using either thermal or nonthermal sources, and can accommodate flow cells, used to measure spectral changes induced by exposure to soluble ligands, and cryostreams, used for measurements of flash-cooled crystals. Comparison of unpolarized infrared measurements on crystals and solutions probes the effects of crystallization and can enhance the value of the structural models refined from X-ray diffraction data by establishing solution conditions under which they are most relevant. Results on several proteins are consistent with similar equilibrium conformational distributions in crystal and solutions. However, the rates of conformational change are often perturbed. Infrared measurements also detect products generated by X-ray exposure, including CO₂. Crystals with favorable symmetry exhibit infrared dichroism that enhances the synergy with X-ray crystallography. Polarized infrared measurements on crystals can distinguish spectral contributions from chemically similar sites, identify hydrogen bonding partners, and, in opportune situations, determine three-dimensional orientations of molecular groups. This article is part of a Special Issue entitled: Protein Structure and Function in the Crystalline State.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Crystallography has become so strongly associated with X-ray diffraction that the two terms are nearly synonymous in the minds of many practicing scientists. However, it is worth recalling that crystallographers were making important contributions to the understanding of matter long before Röntgen’s discovery of X-rays in 1897. In the 19th century, for example, crystallographers were leading proponents of the atomic theory of matter, because it allowed successful quantitative explanations of many crystal shapes. Optical crystallography, over a growing frequency range from infrared to X-ray, continues to provide molecular insights.

Interest in spectroscopic measurements in the crystalline phase is increasing [1–8]. This is largely driven by the desire to establish that the detailed three-dimensional structural models derived from X-ray diffraction on protein crystals actually coincide with the structures of the proteins in solution. In addition to the possibility that intermolecular interactions in the crystalline environment may perturb the structure, there is a growing realization that intense X-radiation from synchrotron sources modifies the molecules under study [9–12]. This is especially a concern with regard to accurate structural description of metallprotein active sites, where the redox activity that is integral to their biological function also renders them more susceptible to structural changes by trapping photoelectrons [13–19]. Single crystal spectroscopy can also identify protein intermediate states in kinetic crystallography, which aims at their generation, trapping, and structural characterization [20]. Unique features of the crystalline environment, most notably the high degree of molecular orientation,
also create opportunities to obtain spectroscopic information that is not available from measurements on solutions.

Crystalline spectroscopy has emphasized electronic spectroscopy. However, vibrational spectroscopy provides a number of advantages because of its higher information content. This article focuses on infrared measurements on protein crystals—experimental methodology and applications.

2. Infrared instrumentation

Biomolecular structure and function depend essentially on water, and solvent absorption (Fig. 1) is the primary practical issue governing infrared instrumentation for any biological application, including measurements on protein crystals. Solvent absorption interferes with any other spectroscopic signal of interest and presents a particularly severe challenge for frequencies near 3400 cm$^{-1}$, where strong absorption by the symmetric and antisymmetric O–H stretching vibrations reduces the penetration depth to approximately 1 μm for bulk water at ambient temperature. The penetration depth also drops below 5 μm near the 1640 cm$^{-1}$ HOH bending vibration. In the condensed phase, intermolecular vibrations give rise to an additional broad absorption feature, peaked near 700 cm$^{-1}$ in liquid water, as well as strong absorption in the THz regime below about 150 cm$^{-1}$. When these regions are of particular interest, solvent replacement with D$_2$O can improve sample transmission and increase experimental signal. Nevertheless, practical infrared transmission measurements below 4000 cm$^{-1}$ on aqueous solutions, which includes nearly all situations of interest for vibrational spectroscopic investigations of biomolecules, require sample thicknesses in the 1–100 μm range.

Protein crystals offer both challenges and opportunities for infrared measurements. One significant advantage is that the fractional contribution of protein absorption to the total signal is close to the achievable limit. Molecular alignment also provides spectroscopic information not available from solution measurements for favorable crystal symmetries that allow polarized absorption measurements. The thicknesses of protein crystals often lie in the 1–100 μm range suitable for infrared transmission measurements.

However, the lateral dimensions are rarely (if ever) large enough to fill the infrared beam on a commercial FTIR instrument, which is typically on the order of 10 mm. The need to collect infrared radiation and focus to a small area is the primary factor that distinguishes measurements on protein crystals from other infrared spectroscopic studies of biomolecules. Let us consider the instrumental aspects of infrared spectroscopy in the light of practical constraints on crystal dimensions.

2.1. Detectors

Photoconductive mercury-cadmium-telluride (MCT) detectors are presently the most commonly used for biomolecular infrared spectroscopy, and have also been the primary choice for measurements on crystals. They offer spectral coverage at frequencies greater than 1000 cm$^{-1}$ with higher sensitivity than thermal detectors, but require liquid nitrogen in order to cool the semiconductor detector element, minimizing background signal caused by thermal excitation of charge carriers into the conduction band. Commercial FTIR instruments typically employ single-element detectors, but MCT arrays have become an affordable option for dispersive detection. Less common detector options include Cu-doped germanium (Cu:Ge), which offers expanded spectral coverage but require cooling with liquid helium. The spectra in Fig. 1 and the lower panel of Fig. 2 were recorded on Cu:Ge detectors, which are often available at infrared beamlines at synchrotron sources. Indium antimonide detectors are rarely used in biomolecular spectroscopy because spectral coverage does not extend below about 1800 cm$^{-1}$. However, they offer slightly higher sensitivity than MCT detectors and are worth considering if samples thinner than about 20–30 μm are not available or if higher frequencies are of primary interest.

2.2. Sources

Commercial FTIR instruments use infrared radiation emitted by a hot filament, with a spectrum closely approximated by a black body
distribution. These thermal sources are inexpensive and usually quite effective when coupled with interferometric detection. However, the physical size of the source constrains how effectively radiation can be collected and focused for transmission through a small area. In principle, samples slightly smaller than the ca. 10 mm beam diameter on a commercial FTIR instrument employing a thermal source can be measured by using an aperture to physically restrict the beam size, but with a consequent sacrifice in signal intensity. Successful measurements on single protein crystals have employed infrared microscopes (see below) that can focus the beam from a commercial FTIR instrument further, to a few hundred μm.

Although the majority of reported infrared measurements on protein crystals have used thermal sources, synchrotron radiation and lasers are potentially important alternatives. These nonthermal sources can typically be focused to smaller spot sizes, approaching the diffraction limit. This creates opportunities for measurements on crystals with dimensions on the order of the wavelength (3–20 μm in the mid-infrared region). Each source has special characteristics that must be taken into account.

A number of infrared beamlines are now available at synchrotron light sources and the lower panel of Fig. 2 displays a typical experimental signal. Note that the low frequency signal shown is instrumentally limited—the actual output continues to increase at low frequencies, allowing measurements into the THz region below 100 cm⁻¹ with an appropriate detector. This contrasts with the blackbody distribution from a thermal source, which peaks near the temperature of the source and drops rapidly at lower frequencies. Other differences with respect to a benchtop thermal source include a higher power, and a significant degree of polarization evident in Fig. 2. The latter characteristic will be an important factor to take into account for quantitative polarization measurements on oriented crystals. Finally, it is important to note that fluctuations in source intensity are significantly larger than for a thermal source, and may be the limiting noise source.

Pulsed lasers are increasingly finding applications in infrared spectroscopy, including time-resolved pump-probe [21–25] and two-dimensional infrared spectroscopy [26–28]. Infrared pulses are typically generated by difference frequency mixing of two short visible laser pulses in a nonlinear crystal. The spectral distribution is constrained by the temporal width of the pulse according to the uncertainty principle, so that the spectral distribution of pulses with temporal widths on the order of 100 fs covers a few hundred cm⁻¹. To our knowledge, pulsed laser infrared sources have not yet been applied to measurements on protein crystals, but they share with synchrotron light sources the capability for focusing approaching the diffraction limit, as well as a high degree of polarization and large intensity fluctuations. It is conceivable that tunable quantum cascade lasers operating in the mid-infrared will also become useful sources for spectroscopic measurements on protein crystals as the speed and range of frequency tuning continue to improve.

2.3. Frequency selection

The high signal-to-noise ratio needed to detect the small spectral differences associated with biological processes demands a strategy for simultaneously obtaining signal from many frequencies in parallel. FTIR instruments achieve this spectral multiplexing with a single-element detector through the use of a Michelson interferometer, which allows frequency selection without the signal attenuation that would result from measuring one frequency at a time [29]. Because of the difficulty of efficiently focusing light from a large area thermal source to a small area, dispersive instruments that rely on monochromators with narrow entrance and exit slits for high spectral resolution have much lower throughput are now rarely used for infrared spectroscopy. Commercial FTIR instruments represent a mature technology that forms the mainstay of biomolecular infrared spectroscopy, including published measurements on protein crystals.

In contrast, spectroscopic measurements with infrared lasers employ monochromators that select frequencies by using a grating to disperse the spectral energy distribution across the elements of a detector array [21,23,25,30]. In this case, the use of multiple elements enables simultaneous recording of signals at multiple frequencies. Normalization to the spectrum of the incident infrared pulse simultaneously recorded on a second reference monochromator, coupled with signal averaging over multiple pulses, effectively corrects for the large intensity fluctuations inherent to this source.

The optimal frequency selection method with a synchrotron infrared source is less apparent. The adoption of commercial FTIR instruments at existing beamlines is a practical choice that makes the full frequency spectrum of the source available to end users. However, fluctuations in source intensity preclude the attainment of signal-to-noise levels comparable to those that would be possible with a thermal source under equivalent conditions. Monochromator-based detection schemes analogous to those used with laser-based infrared systems would better compensate source noise fluctuations over a restricted frequency range, and might provide a more effective approach for biomolecular spectroscopy.

3. Infrared microspectroscopy

Although large numbers of crystals can be packed between IR-transparent windows to fill the large beam diameter of a standard FTIR sample chamber (ca. 10 mm), measurements on single protein crystals have used infrared microscopes to focus IR beams to diameters approaching realistic crystal dimensions. Infrared microscopes have been available since the 1950s [31]. Early applications
include Fraser’s polarized IR measurements on oriented DNA fibers [32] (see Section 6.3) and Wegmann's identification of nucleic acid phosphate vibrations in mitochondria [33], well in advance of the enunciation of the endosymbiont hypothesis.

Although the optical design of microspectrophotometers for the visible and infrared regions is similar, one crucial difference is the need to form an image and maintain its position over a wide frequency range, so that an operator aligning the optical system “by eye” using visible light can be confident that the infrared image forms at the same position as the visible image. The practical means to meet this challenge is to use reflective optics as extensively as possible, thus ensuring optical throughput over a wide spectral range and minimizing chromatic aberration.

Commercial IR microscopes usually employ the Schwarzschild configuration (Fig. 3), which nests a convex reflecting surface within a concave surface to form a focusing optic equivalent to a lens [34]. The classical Schwarzschild objective uses concentric spherical surfaces, the ratio of whose radii is the square of the golden mean when the image forms at infinity [35]. In addition to eliminating chromatic aberration, this design eliminates spherical aberration in third order, allowing the use of a relatively large numerical aperture. Placement of an aperture stop at the center of curvature also eliminates coma, astigmatism, and distortion [36], but reduces the effective working distance and is not incorporated in commercial infrared microscopes. These advantages, and the simplicity of the design, more than compensate for partial obscuration by the support of the convex mirror, which reduces the fraction of beam energy in the central maximum of the diffraction spot [37].

An adjustable aperture in the image plane controls the area of the sample from which light is collected. Infrared light that passes slightly outside the visible image of the aperture at the sample position may also be collected because of diffraction or because of chromatic aberration introduced by refractive windows used to contain or support the sample. Some designs incorporate a second aperture before the sample to reduce diffraction effects. For protein crystals, additional aperturing in the sample plane may effectively take place in spectral regions where the transmission of the aqueous solution in which the crystal is typically immersed is lower than the transmission of the crystal itself.

The aperture and sample are finally imaged onto the detector element. Common infrared microscope designs use a 250 × 250 μm² MCT detector element with unit magnification, so that this corresponds to the largest measurable sample area. The beam from a commercial FTIR spectrometer using a thermal source fills this area after focusing, and measurements on smaller areas require reducing the aperture area, with a proportionate sacrifice of experimental signal. In contrast, infrared beams available at synchrotron facilities can be focused more tightly, allowing measurement of much smaller samples. For example, the data in Fig. 4 were recorded on a photosystem II crystal with 30 × 15 μm² area at the National Synchrotron Light Source (see Section 4). We anticipate that laser-based infrared sources will allow similar reductions in measurement area.

Commercial infrared microscopes allow convenient insertion of additional optical elements. Infrared polarizers consisting of arrays of parallel gold wires fabricated on a transparent substrate provide extinction ratios exceeding 100:1 and enable accurate measurements of infrared dichroism for oriented molecular ensembles such as single crystals. Optical filters may be used to restrict the spectral range, for example to remove residual leakage of the HeNe FTIR alignment laser for measurements on highly light-sensitive samples. On the other hand, commercial microscopes may require minor modifications to allow the introduction of visible lasers into the optical train for measurements of light-triggered spectral differences.

Because the Schwarzschild objective acts equivalently to a lens placed at the common center of curvature of the reflective surfaces, it has an intrinsically long working distance that facilitates insertion of sample control hardware such as flow cells (Fig. 6), cryostats, goniometers, and cryostream nozzles (Fig. 5). However, these additional capabilities may involve experimental compromises. For example, introduction of a cryostream into the beam path measurably increases fluctuations in optical signal, probably because of the higher refractive index of the cold gas, requiring careful adjustment to minimize turbulence. Many experiments require removing the collar that encloses the region of the optical path between objective and condenser on commercial instruments. However, instrument purge to remove absorption by CO₂ and water vapor is compromised when the beam path between the Schwarzschild elements remains open to atmosphere during measurement.

4. Single crystal measurement strategies

4.1. Transmission

Infrared spectroscopy commonly relies on measuring light transmission through a sample, with the absorbance

$$A = \log(I/I_0)$$

(1)
For this reason, high-quality infrared transmission measurements below 1800 cm\(^{-1}\) have been demonstrated only for crystals with very high aspect ratios, but such favorable cases are relatively rare [38–40]. A more common approach has been to arrange large numbers of small crystals to fill a large beam area[41–46]. These measurements have focused on spectroscopic comparison of crystals with solutions and did not exploit the molecular orientation through polarized IR measurements.

The ability to focus radiation from a nonthermal source close to the diffraction limit is an important opportunity that has been little-exploited. Polarized infrared spectra of a 15 × 30 \(\mu\)m\(^2\) photosystem II crystal recorded at an infrared beamline (Fig. 4) demonstrate the possibility. Absorption by the mother liquor in which the crystal is suspended dominates the absolute spectrum in Fig. 4, in part because the distance between sample cell windows is larger than the crystal thickness. In addition to strong water absorption near 700, 1640, and 3400 cm\(^{-1}\), as noted above (Fig. 1), polyethylene glycol, used to initiate protein crystalization, also absorbs strongly near 1100 cm\(^{-1}\). However, features attributable to protein absorption can be distinguished on the basis of their strong polarization. For example, the characteristic amide II band of the polypeptide backbone is visible as a strongly b-polarized feature at 1549 cm\(^{-1}\), on the wing of the 1640 cm\(^{-1}\) band primarily due to HOH bending.

These restrictions are relaxed in a spectral “window” from 1800 to 2800 cm\(^{-1}\), between the water stretching and bending vibrations, where solvent absorption is relatively low (Fig. 1), allowing measurements on crystals up to about 100 \(\mu\)m in thickness. Fig. 5 shows absorption spectra recorded in this region on single crystals of human butyrylcholinesterase (BChE) flash-cooled in cryoloops and measured at 100 K. Cryosolvent absorption dominates the spectra, which exhibit a broad water absorption band near 2150 cm\(^{-1}\). However, an additional sharp, asymmetric band appears at 2340 cm\(^{-1}\) following irradiation with 13.2 keV photons at a crystallography beamline (see Fig. 5 caption for further experimental details), along with weaker features. Decarboxylation of acidic amino acid residues is one common mechanism for radiation damage during prolonged X-ray exposure [47], and the 2340 cm\(^{-1}\) frequency is consistent with the asymmetric stretching vibration of the CO\(_2\) thus generated.

Polypeptide vibrations contribute little signal in this region, with the no table exception of the cysteine S–H bond, which typically vibrates in the 2600–2700 cm\(^{-1}\) range [22,48–50]. Both frequency and cross section are highly sensitive to hydrogen bonding [48,51]. IR measurements on hemoglobin crystals demonstrated the capability to distinguish contributions from individual cysteine residues based on differing polarization [52]. C–D vibrational frequencies also lie within the water window and are emerging as flexible probes of targeted protein sites, facilitated by advances in molecular biology that enable specific deuteration of selected amino acid residues [53,54].

The water absorption window has been exploited most heavily to probe protein ligands. Small molecules including CO, NO, N\(_2\)O, and CN\(^{-}\) are particularly valuable probes for metal centers [55,56]. Their stretching vibrations occur in the 1800–2300 cm\(^{-1}\) range, because of the high bond order, and exhibit strong absorption, sometimes enhanced by coordination to the metal sites. CO\(_2\) and N\(_2\)O are important metabolites whose antisymmetric stretching frequencies absorb in the water window [57,58].

4.2. Difference measurements

The intrinsically high sensitivity of modern infrared techniques is a crucial advantage for applications to biomolecular systems, including protein crystals. In favorable cases, careful spectral subtraction can detect structural changes at the level of individual bonds, even within macromolecules containing thousands of atoms suspended in a highly absorbing solvent [59,60]. More routinely, solvent subtraction is nearly always required to reveal protein contributions to the infrared signal.
Polarized spectra of photosystem II crystals offer a simple illustration. As noted above, solvent absorption dominates the absolute spectra in the lower panel of Fig. 4. However, subtraction of spectra recorded with light polarized parallel to the a- and b-axes eliminates the unpolarized solvent contribution, revealing the characteristic amide I and amide II vibrations of the polypeptide backbone (upper panel). The amide I vibration at 1660 cm\(^{-1}\), in particular, is completely obscured by the solvent band near 1640 cm\(^{-1}\) in the absolute spectrum, although the amide II band is visible on its shoulder in the b-polarized spectrum. The spectrum of a (randomly oriented) photosystem II solution, included for comparison in the upper panel, was also determined by subtraction of a separately recorded spectrum of the mother liquor. In this case, the relative weights of the spectra were adjusted by visual inspection to generate a flat background, while the crystal polarization subtraction was unweighted.

The frequencies and band shapes are similar, as shown. However, the relative intensities differ, presumably reflecting the known difference in orientation of the transition dipoles for the amide I and II vibrations [61]. We emphasize that hundreds of unresolved vibrational resonances contribute to each of these bands, since each peptide bond contributes equivalently to the observed signals. Thus, although these data demonstrate that nonthermal sources can be used to obtain infrared data on crystals with sizes approaching the diffraction limit, the signal-to-noise level achieved is not yet adequate to detect structural changes at the level of individual bonds. More detailed investigations will require compensating for fluctuations in source intensity, which are significantly larger than those observed using a thermal source.

Similarly, subtraction of spectra recorded on two BChE crystals with differing radiation doses (Fig. 5) reduces the contribution of the broad solvent band near 2150 cm\(^{-1}\) and helps to expose the contributions of X-ray-generated molecular species responsible for relatively sharp bands at 2136, 2165, and 2340 cm\(^{-1}\). Some uncertainty surrounds broader features, because variations in the lineshape of the solvent feature in the two crystals may result in baseline fluctuations after subtraction. Polarization difference spectra on photosystem II crystals (Fig. 4) also exhibit baseline artifacts, in this case due to fluctuations in the source spectrum. Moreover, the noise level is not adequate for detecting changes at the level of individual bonds, on the order of 1% of the total protein absorbance. Direct difference measurements on the same crystal using a stable source reduce baseline uncertainties and allow sensitivity to much smaller changes.

Small molecules can diffuse through the solvent channels of a protein crystal, and crystallographic studies often exploit this property for structural determination of reaction products. Similarly, placement of a protein crystal in a flow cell with windows that are transparent in the infrared allows the calculation of spectral differences before and after introduction of solvent containing reactive ligands. The flow cell depicted in Fig. 6 was used to determine infrared spectral changes upon reaction with small molecules including CO, CN\(^-\), and N\(_2\) [52,62–64]. We also demonstrated the ability to reversibly titrate crystal pH over a wide range [63]. An additional advantage of this cell is that it can be assembled with a small wedge between the windows so that the application of a gentle flow moves the crystal until it lodges between the windows, minimizing the contribution of solvent absorbance and ensuring that it remains stationary, improving the quality of the difference measurements.

Fig. 7 shows the results of a pH titration on a single crystal of MbCO. Subtraction reveals not only the C–O fundamental, but also the first overtone, whose absorbance is two orders of magnitude weaker. To our knowledge, the direct 0→2 overtone transition has not been directly observed for a protein in solution, but the observed anharmonic shift is consistent with the frequency difference between 0→1 and 1→2 fundamental transitions observed using nonlinear IR techniques [65]. The high ratio of protein to solvent signal in the crystalline phase undoubtedly facilitates successful observation of the overtone transition. The protein concentration calculated from the lattice constants reported [66] for the P2\(_1\) crystal form of the MbCO crystal shown here is 49 mM.

**Fig. 6.** Assembly of a flow cell designed for infrared measurements on protein crystals sandwiches crystals and mother liquor between two infrared-transparent windows. Channels in the cell body allow exchange of the solution bathing the crystal, enabling measurement of spectral changes in response to dissolved ligands.

**Fig. 7.** Infrared spectra of myoglobin exhibit multiple features associated with the stretching of CO bound to the heme iron. Spectra were recorded at ambient temperature on the face (001) of a single crystal mounted in the flow cell depicted in Fig. 6. In addition to the \(^{12}\)C–O fundamental, whose peak frequency shifts from 1945 cm\(^{-1}\) to 1966 cm\(^{-1}\) when the pH of the solution bathing the crystal is reduced from 7 to 4, the data reveal a weak feature at 1903 cm\(^{-1}\), associated with the \(^{13}\)C–O fundamental, as well as higher frequency features two orders of magnitude weaker that we attribute to the first overtone of the \(^{13}\)C–O stretch. All data are dichroic signals resulting from a double subtraction: first, spectral differences were recorded before and after exchanging the mother liquor with a solution containing CO and sodium dithionite, then the resulting spectrum recorded with polarization parallel to the b-axis is subtracted from the analogous a-polarized spectrum. The polarization difference removes uncorrelated water vapor peaks to reveal the C–O overtones. Spectra displayed in Figs. 7, 8, and 10 were recorded on crystals of sperm whale myoglobin grown in the P2\(_1\) space group from ammonium sulfate solutions.
The results in Fig. 7 underline the extremely high infrared spectral sensitivity achievable using a stable light source focused to the area of the crystal. We anticipate that suitable matching of crystals and light sources will allow recording of high quality difference spectra in response to perturbations such as photoreactions or electrochemical titration [59,60].

4.3. Reflectance

Transmission measurements on aqueous solutions of biological molecules in the 3000–3700 cm\(^{-1}\) region are relatively rare. The strong absorbance from solvent O–H stretching vibrations requires very short pathlengths (≤ 1 μm) which are difficult to control accurately. Investigations in this region have used transmission measurements on partially hydrated protein films to identify spectral changes associated with individual water molecules involved in proton transfer chains [22,67].

Reflectance measurements provide an alternative method to access strongly absorbing regions. Both real and imaginary components of the refractive index contribute to the reflectivity, but measurements over a wide frequency range enable the performance of an integral transform that reveals the imaginary part of the index, which is proportional to the wavelength contributes to the signal.

Fig. 8 compares the reflectance spectrum recorded on a large single crystal of oxidized myoglobin (metMb), flash-cooled on a cryoloop without cryoprotectant in order to minimize solvent contributions to the reflectance, with spectra recorded on films of a concentrated solution of metMb and of ice, also frozen on cryoloops. The crystal spectrum clearly displays components that are not due to solvent. Frequencies near 2900 cm\(^{-1}\) are typical for C–H stretching vibrations of alkanes and presumably represent contributions from amino acid side chains. These features are not evident in a concentrated metMb solution, and their prominent contribution to the crystal data reflects both the high protein concentration and the reduced solvent content in the crystalline environment. O–H and N–H vibrations of the protein and the ammonium sulfate in the mother liquor may account for additional differences between solvent and crystal spectra at higher frequencies. The peak of the ice spectrum appears 18 cm\(^{-1}\) lower in the crystal spectrum, which suggests slightly enhanced hydrogen bonding of crystal water in comparison with the bulk solvent.

5. Quantitative analysis of polarized absorption measurements

The absorption of polarized radiation probes the orientation of molecules or groups of atoms within molecules because the probability for inducing a molecular transition depends on the projection of the polarization direction ê of the incident radiation onto a transition dipole ëRfi. Connecting initial and final states of the molecule. Specifically, in the long wavelength approximation, the individual resonances contributing to the molecular absorption cross section

\[
\sigma(\nu) = 4\pi^2 \alpha \sum_{\alpha} \rho_i |(\hat{e} \cdot \hat{R}_f)_\alpha|^2 \tau \zeta(\nu - \nu_f)
\]  

are centered at frequencies determined by the energy separation \(\hbar \nu_f = E_f - E_i\) between initial and final molecular states. The line shape function in Eq. (4) has unit area (\(\int \sigma(\nu) d\nu = 1\)) and \(\alpha = e^2/4\pi\varepsilon_0\hbar c\) is the fine structure constant.

In the harmonic approximation, the initial and final vibrational states \(|\alpha_i\rangle\) and \(|\alpha_f\rangle\) can be described as products of harmonic oscillator wave functions and the transition dipole

\[
e_R = \langle \alpha_i | e_R | \alpha_f \rangle = \left(\frac{\hbar}{2\varepsilon_0} \right)^{1/2} \frac{\partial \hat{R}_f}{\partial Q_{\alpha_i}} (\nu + 1) + ...\]

for fundamental excitations \(\nu_0 \to \nu_{0i} + 1\) of a single normal mode within the same electronic manifold is determined to first order by derivatives of the molecular dipole \(e_R\) with respect to mass-weighted normal coordinates \(Q_{\alpha_i}\). Substitution of \(\nu_0\) for \(\nu_{0i} + 1\) in Eq. (5) gives the transition dipole for \(\nu_0 \to \nu_{0i} - 1\) and all other transition dipoles vanish to first order in the harmonic approximation.

The total cross section resulting from substituting transition dipoles corresponding to both absorption and stimulated emission into Eq. (4) has a temperature independent form

\[
\sigma(\nu) = \frac{\alpha \hbar}{2c} \sum_{\alpha} |\hat{e} \cdot \frac{\partial \hat{R}_f}{\partial Q_{\alpha_i}}|^2 \zeta(\nu - \nu_\alpha)
\]

with a single resonance centered at the frequency of each normal mode. The absorbance

\[
A_{abs}(\nu) = \sum_j \epsilon_j d \ln 10 \frac{\alpha \hbar}{6c} |\frac{\partial \hat{R}_f}{\partial Q_{\alpha_i}}|^2 \zeta(\nu - \nu_\alpha)
\]

\[
= \sum_{\nu_0} \epsilon_{\nu_0}(\nu) \nu d
\]

measured on a randomly oriented ensemble of molecules averages uniformly over all molecular orientations and the isotropic extinction coefficient \(\epsilon_{\nu_0}(\nu)\) depends only on the magnitude of the vibrational transition dipole. More generally, we can define a unit vector \(\hat{\nu}_{\nu_0}\) parallel to the transition dipole, and the measured absorbance

\[
A(\nu) = 3 \sum_{\nu_0} \epsilon_{\nu_0}(\nu) \nu d \left(\hat{e} \cdot \hat{\nu}_{\nu_0}\right)^2
\]

is a population-weighted average of the isotropic absorbance \(\epsilon_{\nu_0}(\nu)\) over the angular distribution of \(\hat{\nu}_{\nu_0}\) relative to the polarization direction ê.
5.1. Absorption in anisotropic media

Accurate quantitative interpretation of polarized absorption measurements requires consideration of the effect of the anisotropic environment on the propagation of electromagnetic radiation [68,69]. In particular, the naive expectation that maximal absorption occurs when the polarization of the incident light aligns with the transition dipole is not correct in general.

In an isotropic medium, plane waves of any polarization state satisfy Maxwell’s Equations. In contrast, an anisotropic medium supports propagation of only two independent polarizations \( \hat{\mathbf{e}}_1(\nu) \) and \( \hat{\mathbf{e}}_2(\nu) \) with distinct refractive indices \( n_1(\nu) \) and \( n_2(\nu) \). In a uniaxial crystal, one polarization is always perpendicular to the optic axis and the corresponding wave is called the ordinary wave, while the other wave solution to Maxwell’s Equations has an orthogonal polarization and is called the extraordinary wave. Linear combinations of these two modes produce waves whose electric field direction varies as it propagates because the relative phase of the two components changes with distance.

Eq. (9) relates the absorbances \( A_1 \) and \( A_2 \) of these two modes to the orientations \( \beta_i \) of the transition dipoles relative to the mode polarizations \( \hat{\mathbf{e}}_1 \) and \( \hat{\mathbf{e}}_2 \). The intensity of each wave decreases exponentially according to Eq. (1), and the measured absorbance [70]

\[
A = -\log I_f = -\log \left[ f_1 10^{-A_1} + f_2 10^{-A_2} \right]
\] (10)

of light with incident intensity \( I_0 \) depends on these absorbances and on the fractions \( f_1 \) and \( f_2 \) of the incident energy that couple to the two allowed modes and are subsequently transmitted through the anisotropic medium. In general, there is some reflection at the front and rear faces of the crystal, so that \( f_1 + f_2 < 1 \).

A typical experimental situation involves normally incident light whose polarization plane lies an angle \( \chi \) from the polarization \( \hat{\mathbf{e}}_1 \) of one of the allowed radiation modes. Given an incident intensity \( I_0 \), this light will induce transmitted beams of polarization \( \hat{\mathbf{e}}_1 \) and \( \hat{\mathbf{e}}_2 \) with intensities proportional to \( I_0 \cos^2 \chi \) and \( I_0 \sin^2 \chi \), respectively, that are attenuated at a rate determined by the absorbances \( A_1 \) and \( A_2 \) in Eq. (10). The total transmitted intensity \( I \) determines the measured absorbance

\[
A(\chi) = -\log \left[ T_1 10^{-A_1} \cos^2 \chi + T_2 10^{-A_2} \sin^2 \chi \right]
\] (11)

Practical measurements are usually conducted with radiation incident normal to the surface, where basic optics predicts that transmission coefficients are least sensitive to polarization [71]. In this case, it is usually a reasonable practical assumption to take \( T_1 \approx T_2 \), neglecting the small differences that must exist even at normal incidence because of the differing indices of refraction. (If needed, the measured absorbance \( A'_1 = A_1 - \log T_1 \) can be corrected for this small effect.) Similarly, the difference in refractive index is usually small enough to justify neglecting small deviations between the direction of ordinary and extraordinary waves [72], and can usually be eliminated by measuring absorption along a low-index crystal direction in crystal symmetries higher than triclinic. Highly sensitive measurements are required to detect the circular dichroism of biological macromolecules in the infrared [73], suggesting that this potential complicating factor can also be safely neglected in comparison with the much larger linear dichroism present in crystalline samples.

Measurements of the antisymmetric stretching frequency of azide (N\(_3^−\)) bound to a P2\(_1\) myoglobin crystal as a function of polarizer orientation (Fig. 9) compare well with Eq. (11). Note that Eq. (11) predicts, for all transitions, that maximum and minimum absorbances are observed at \( \chi = 0° \) and \( \chi = 90° \), when the incident polarization aligns with the polarizations of the allowed radiation modes. Symmetry considerations often dictate that these directions correspond with crystallographic axes. However, these directions usually do not correspond with the orientations of individual vibrational dipoles, which lie at a variety of orientations for complex molecules. For example, maximal alignment between the incident polarization and the transition dipole occurs at the angle marked by the vertical arrow in Fig. 9.

When both absorbances are small (\( A_1 \ll 1 \), \( A_2 \ll 1 \)), the absorbance

\[
A(\chi) \approx A_1 \cos^2 \chi + A_2 \sin^2 \chi
\] (12)

displays a simpler sinusoidal dependence on polarization direction. Fig. 9 demonstrates that infrared absorption measurements on protein crystals do not correspond to this limit in general, and illustrates the strong deviation from sinusoidal behavior observed for larger absorbances. A more subtle consequence of the nonlinear dependence on \( A_1 \) and \( A_2 \) in Eq. (11) is that the infrared spectrum recorded on a strongly absorbing crystal at an arbitrary orientation and polarization is not the simple interpolation between the absorbance of the two electromagnetic modes predicted in the low absorbance limit of Eq. (12) (dashed line) becomes particularly noticeable for the dominant feature due to N\(_3^−\) bound to low spin heme. The arrow indicates the projected orientation of the transition dipole determined from the maximum and minimum absorbances [62] according to Eq. (18) and (21). Peak absorbance values result from curve fitting of spectra recorded at each polarizer orientation. Fig. 10 shows the spectra recorded at \( \chi = -2° \) and \( \chi = 88° \).

Proper understanding of the behavior of electromagnetic radiation in the crystal, although possibly counterintuitive, guides and simplifies experimental measurements on oriented crystals. Crystal (or polarizer) orientation can be optimized simply by searching for absorbance extrema as a function of polarizer orientation. Once the orientation is established, subsequent measurements need only be conducted at \( \chi = 0° \) and \( \chi = 90° \). These measurements are sufficient to determine the two experimentally accessible absorption spectra \( A_1(\nu) \) and \( A_2(\nu) \).

The differing absorption of the two polarization states probes the orientations of vibrational transition dipoles and provides useful information about molecular structure and orientation. The precise information available will depend on the crystal symmetry. In an ideal crystalline environment, the average

\[
\langle \hat{\mathbf{e}} \cdot \hat{\mathbf{\mu}} \rangle^2 = \frac{1}{mN} \sum_{j=1}^{m} \sum_{k=1}^{N} (\hat{\mathbf{\mu}}_{jk} \cdot \hat{\mathbf{e}})^2
\] (13)

in Eq. (9) extends over a discrete number of molecular orientations. Symmetry operators in the crystal space group generate \( N \) copies of
each molecular species appearing in the asymmetric unit of the
crystal. Eq. (13) also includes m sites in the asymmetric unit that are
spectroscopically indistinguishable, that is, \( \epsilon_\alpha (p) \) is identical for all m
sites, but they are not related by any crystallographic symmetry (it is
not uncommon for multiple molecules to appear in the asymmetric
unit of macromolecular crystals). The quantity \( (\hat{\mu} \cdot \hat{e})^2 \) is invariant
under translation or inversion, and we can determine the form of the
average in Eq. (13) by considering how \( \hat{\mu} \) transforms under the n-fold
rotations that generate the space group, as described in detail in the
Appendix.

5.1.1. Biaxial crystals

The absence of symmetry axes in triclinic crystals has two
consequences. First, the sum over \( k \) in Eq. (13) contains a single
term and the absorbance

\[
A = \sum_\alpha 3 \epsilon_\alpha c d \frac{1}{m} \sum_{m=1}^m (\hat{\mu}_{aj} \cdot \hat{e})^2
\]

(14)
of light polarized along \( \hat{e} \) depends only on the orientations of transition
dipoles associated with the molecules in the asymmetric unit. A less
fortunate consequence of the low symmetry is that the optic axes do not
have a fixed orientation with respect to the crystallographic axes and
must be determined experimentally (in principle at each frequency) by
variable polarization measurements.

This potential experimental complication is alleviated for monoclinic
or orthorhombic space groups, whose highest symmetry generators
involve 2-fold rotations. For light incident normal to a symmetry axis, the
allowed polarizations are parallel and perpendicular to the axis. In this
situation, a coordinate system defined by the experimentally deter-
dined polarization directions \( \hat{e}_1 \) and \( \hat{e}_2 \) and the propagation direction \( \hat{e} \)
(Fig. 11) yields a convenient description of transition dipole orientations
with respect to the crystallographic axes. Moreover, the quantity \( (\hat{\mu} \cdot \hat{e})^2 \)
is invariant under twofold rotation for the allowed polarizations, so that
Eq. (14) still holds. Thus, a representative transition dipole orientation
\( \hat{\mu}_{aj} \) for each vibrational mode of each molecule in the asymmetric unit
determines the polarized absorption properties.

A polar angle \( \delta_{\alpha j} \), measured from \( \hat{k} \), and an azimuthal angle \( \psi_{\alpha j} \),
measured from \( \hat{e}_1 \), in the plane normal to \( \hat{k} \), specify the orientation of the transition dipole

\[
\hat{\mu}_{aj} = \left( \sin \delta_{\alpha j} \cos \psi_{\alpha j}, \sin \delta_{\alpha j} \sin \psi_{\alpha j}, \cos \delta_{\alpha j} \right)
\]

(15)
in this coordinate system (Fig. 9). Absorption measurements on an
oriented single crystal provide quantitative information on the transition dipole orientation. The absorption spectrum

\[
\tilde{A}_{\alpha \gamma} = \frac{1}{2} (A_1 + A_2) = \sum_\alpha \frac{3 \epsilon_\alpha c d}{2 m} \sum_{m=1}^m \sin^2 \delta_{\alpha j}
\]

(16)
determined by averaging the spectra recorded with the two allowed
polarizations depends on the angles of the transition dipole with
respect to the propagation direction. Specifically, a spectrally resolved feature corresponding to mode \( \alpha \) in the unpolared crystal absorbance
differs by an orientation factor

\[
R_\alpha = \frac{3}{2 m} \sum_{m=1}^m \sin^2 \delta_{\alpha j}
\]

(17)
from the absorbance \( A = \epsilon_\alpha c d \) of a randomly oriented molecular
ensemble with the same concentration and pathlength.

In this context, we emphasize that orientation effects will always
influence absorption measurements on oriented single crystals, even
without controlling the polarization of the incident light. As an
obvious example, a transition dipole oriented parallel to the
propagation direction \( \hat{k} \) \((\delta_{\alpha j} = 0^\circ)\) makes no contribution to the
observed absorption spectrum. In the low absorbance limit, measure-
ments using randomly polarized light will yield the polarization-
averaged spectrum (Eq. (16)). As a result, the relative intensities of spectral features may vary by a factor (Eq. (17)) ranging from 0 to 1.5
due to orientation and caution should be exercised before attributing
intensity differences observed between crystal and solution spectra as
indicators of structural differences. A similar caveat applies to Raman
spectra of oriented single crystals [74]. Further differences may
appear for strongly absorbing crystals, for which the predicted absorbance, obtained by averaging the argument of the logarithm in
Eq. (11) over \( \chi \), will differ from the absorbance (Eq. (16)) obtained
from averaging the expression (Eq. (12)) for the low absorbance limit.

The dichroic index

\[
\Pi = \frac{A_1 - A_2}{A_1 + A_2}
\]

(18)
is more straightforward to interpret than \( R \), because it does not require
independent experimental determinations of the crystal thickness \( d \)
or the isotropic extinction coefficient \( \epsilon_\alpha \). Explicit substitution of the
transition dipole orientation shows that the dichroic index

\[
\Pi = \frac{\sum_j \sin^2 \delta_{\alpha j} \cos 2\psi_{\alpha j}}{\sum_j \sin^2 \delta_{\alpha j}}
\]

(19)
depends on the azimuthal angle \( \psi_{\alpha j} \) through the averaged value of \( \sin 2\psi_{\alpha j} \), weighted by the relative contribution of each transition dipole in the
asymmetric unit to the average absorbance.

Experimental determinations of \( R \) and \( \Pi \) strongly constrain the
possible orientations of the transition dipole. This is seen most clearly
for a single molecule in the asymmetric unit \((m = 1)\), when measure-
ments of

\[
R_\alpha = \sin^2 \delta_{\alpha j}
\]

(20)
and

\[
\Pi_\alpha = \cos 2\psi_{\alpha j}
\]

(21)
directly specify allowed transition dipole orientations \((\delta_{\alpha j}, \psi_{\alpha j})\) in the
crystallographic coordinate system. In the absence of other informa-
tion, there is a remaining ambiguity in the dipole orientation because
there are four values \( \pm \psi_{\alpha j} \pm (\pi - \psi_{\alpha j}) \) of the azimuthal and two values
\( \delta_{\alpha j}, \pi - \delta_{\alpha j} \) of the polar angle that satisfy the experimental constraints.
Stereochanical information or, ideally, polarization measurements on
different crystal forms can further constrain possible transition dipole
orientations.

Accurate quantification of the polarization properties \( R_\alpha \) and \( \Pi_\alpha \)
associated with an individual vibration may require additional data
analysis such as curve fitting. Uncertainties may result from calcu-
lation of the dichroic index according to Eq. (18) at each frequency,
because of unresolved spectral contributions. For example, antisym-
metric vibrations of \( N_2 \) bound to high and low-spin hemins in Fig. 10
are spectrally resolved from each other. The calculated dichroic index
is nearly constant across the profile of the dominant low-spin peak at
2045 cm\(^{-1}\), but varies significantly at higher frequencies. Coupled
with subtle polarization differences visible in the lineshape of the
high-spin peak at 2045 cm\(^{-1}\), this suggests unresolved spectral
contributions with differing polarization properties. For example, a
small percentage of free azide in the solvent channels of the crystal
could contribute a minor signal with little or no dichroism. Curve
fitting included minor bands to represent unresolved contributions
and calculation of the dichroic index from the fitted peak height of the
high-spin band led to a dichroic index \( \Pi = -0.65 \) consistent with that
calculated from the experimental absorbances at 2045 cm\(^{-1}\), and
nearly identical to the value $\Pi = -0.64$ determined for the low-spin band.

5.1.2. Uniaxial crystals

In space groups of higher symmetry, averaging over molecules related by crystallographic symmetry reduces the orientational information available from experimental observations. The generating operations of trigonal, tetragonal, or hexagonal space groups include a single $n$-fold rotation with $n \geq 3$ in addition to translations and possibly inversions and 2-fold rotations. Symmetry compels alignment of the optic axis with the symmetry axis, whose direction we denote by the unit vector $\hat{u}$, and the averaging process described in the Appendix reveals that the absorbance

$$A_1 = \frac{1}{2} \sum_n \sum_{m=1}^n \sum_{j=1}^p \left( \hat{u}_j \cdot \hat{\mu} \right)^2$$

of the ordinary wave, for which $\hat{\phi}_1 \perp \hat{u}$, is independent of propagation direction. The polarization $\hat{\phi}_2$ of the extraordinary wave depends on the direction of propagation, but the largest dichroism occurs when the propagation direction is normal to $\hat{u}$, so that $\hat{\phi}_2 = \hat{k} \times \hat{\phi}_1 \parallel \hat{u}$ and all symmetry-related molecules contribute identically to the absorbance

$$A_2 = \sum_n \sum_{m=1}^n \sum_{j=1}^p \left( \hat{\mu}_j \cdot \hat{\mu} \right)^2.$$  

For other polarization directions, absorption is determined by these two invariant quantities, according to Eq. (11).

The angular displacement $\delta_{\alpha j}$ of the transition dipole from the optic axis thus completely determines the polarization dependence of the absorption in uniaxial crystals (Fig. 9). Averaging over symmetry-related molecules eliminates any information about the azimuthal angle in the plane orthogonal to $\hat{u}$, while all symmetry-related molecules contribute equivalently to the absorbance because the quantity $(\hat{\mu}_j \cdot \hat{u})^2 = \cos^2 \alpha_j$ is invariant under all crystallographic symmetry operations. Thus, the optical anisotropy

$$r_{\alpha} = \frac{A_2 - A_1}{2A_1} = \frac{1}{m} \sum_{j=1}^m P_n(\cos \delta_{\alpha j}).$$

is determined from polarized absorption measurements performed with radiation perpendicular to the optic axis. For example, proteins often crystallize as flat plates that facilitate measurement of radiation propagating parallel to the optic axis. In this case, Eq. (22) determines the absorbance, independent of polarization, and a spectrally resolved feature corresponding to mode $\alpha$ in the unpolarized crystal absorbance differs by a factor

$$R_{\alpha} = \frac{3}{2} \sum_{m=1}^m \sin^2 \delta_{\alpha j}$$

from the absorbance $A_{\alpha} = c_{\alpha} \cdot d$ of a randomly oriented molecular ensemble with the same concentration and pathlength.

Finally, in the presence of the four three-fold axes found in cubic space groups, Eq. (9) reduces to the isotropically averaged result

$$A = \sum_{\alpha} c_{\alpha} \cdot d.$$  

Measurements on cubic crystals are polarization-independent and yield no information on molecular orientation. On the other hand, Eq. (11) predicts no thickness-dependent spectral distortions for $A_1 = A_2$. Thus, direct comparison with solution measurements provides a straightforward probe for any molecular changes in the crystalline state of cubic crystals.

5.2. Molecular orientation

Measurements on oriented single crystals constrain possible molecular orientations within a crystallographically determined laboratory coordinate system (Fig. 11). When expressed in a coordinate system fixed on the molecule, synthesis of information either with stereochemical constraints or with other experimental measurements can generate true three-dimensional structural information. In its purest form, polarized measurements on multiple faces of a crystal or on different crystal forms can define the transition dipole orientation associated with a spectrally resolved vibrational mode [62,64].

This is possible when X-ray crystallographic analysis defines the orientation of part of the molecule, such as the heme group in myoglobin, with sufficient precision to serve as the basis for a molecular coordinate system. The components of the dipole
orientation $\mathbf{\tilde{m}}_m = (\mathbf{\tilde{\mu}}_m, \mathbf{\tilde{\rho}}_m, \mathbf{\tilde{\phi}}_m)$ in the molecular coordinate system are related to the components $\hat{\beta} = (\hat{\mu}, \hat{\rho}, \hat{\phi})$ in the laboratory coordinate system by the linear transformation

$$\tilde{R}(\alpha, \beta, \gamma) \mathbf{\tilde{m}}_m = R(\alpha, \beta, \gamma) \mathbf{\tilde{m}}_m,$$  

in which the rotation matrix

$$\tilde{R}(\alpha, \beta, \gamma) = \begin{bmatrix}
\cos \gamma & \sin \gamma & 0 \\
-sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
\cos \beta & 0 & -\sin \beta \\
0 & 1 & 0 \\
\sin \beta & 0 & \cos \beta
\end{bmatrix} \begin{bmatrix}
\cos \alpha & \sin \alpha & 0 \\
-sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{bmatrix}$$  

(29)

is specified in terms of the Euler angles $(\alpha, \beta, \gamma)$ that rotate the crystal coordinate system $(1, 2, 3)$ into the molecular coordinate system $(x, y, z)$.

From experimentally determined values of $\delta$ or $\psi$, we wish to determine the polar and azimuthal angles $\theta$ and $\phi$ that determine the components of the dipole orientation

$$\tilde{\mu}_m = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$$  

(30)

in the chosen molecular coordinate system. Multiplying Eq. (28) on the left by the inverses of the first two matrices on the right-hand side of Eq. (29), we find the relations

$$\sin \delta \cos (\psi - \alpha) = \cos \beta \sin \theta \cos (\phi + \gamma) + \sin \beta \cos \theta,$$  

$$\sin \delta \sin (\psi - \alpha) = \sin \theta \sin (\phi + \gamma),$$  

$$\cos \delta = -\sin \beta \sin \theta \cos (\phi + \gamma) + \cos \beta \cos \theta$$  

(31) \hspace{1cm} (32) \hspace{1cm} (33)

between the orientational angles defined in the two coordinate systems.

If the orientation $(\theta, \phi)$ of the transition dipole in the molecular frame and the Euler angles relating it to the laboratory system are both known, Eq. (33) or the ratio

$$\tan(\psi - \alpha) = \frac{\sin \theta \sin (\phi + \gamma)}{\cos \beta \sin \theta \cos (\phi + \gamma) + \sin \beta \cos \theta}$$  

(34)

of Eqs. (31) and (32) then define the expected result of an experimental measurement of $\delta$ or $\psi$, respectively. Conversely, an experimental determination of a principal value $\psi_p$ for $\psi$ restricts the orientation of the dipole to two branches of solutions with values of $\theta$ and $\phi$ satisfying the relations

$$\tan \theta = \frac{\pm \tan(\psi_p + \alpha) \sin \beta}{\sin(\phi + \gamma) \mp \tan(\psi_p + \alpha) \cos \beta \cos(\phi + \gamma)}$$  

(35)

found by inverting Eq. (34) after inserting the possible values $\pm \psi_p$, $\pm (\pi - \psi_p)$ of $\psi$ consistent with the experimental measurement. Similarly, in uniaxial crystals, the determination of a principal value for $\delta$ requires that $\theta$ and $\phi$ satisfy

$$\cos(\phi + \gamma) = \frac{\cos \beta \sin \theta \cos \delta_p}{\sin \beta \sin \theta}$$  

(36)

to be consistent with the values $\psi_p, \pi - \psi_p$ allowed by experiment.

Fig. 12 illustrates orientations consistent with the IR dichroism measured for the C–O stretching vibration of the heme ligand in oriented single crystals of MbCO [64, 75] as points on the surface of a unit sphere aligned with the molecular coordinate system. Given a set $(\alpha, \beta, \gamma)$ of Euler angles relating the optical and molecular coordinate systems and an experimental value for $\psi_p$ determined by the measured dichroism, Eq. (35) restricts allowed orientations to lie on two great circles that intersect at the propagation direction $(\theta, \phi) = (\beta, \pi - \gamma)$ of the radiation. The results of experimental measurements on multiple faces or crystal forms provide additional restrictions in the form of Eqs. (35) or (36) that can constrain the values of $\theta$ and $\phi$ to precisely defined regions. Alternatively, stereochemical constraints on bond angles may be invoked to help define allowed orientations. Experimental dichroism measurements alone were sufficient to define the three-dimensional orientation of the C–O transition dipole in the case of MbCO [64] (see Section 6.3).

In some cases, a single measurement yields meaningful constraints on the value of $\theta$ or $\phi$ individually. For example, by minimizing the square of Eq. (35) as $\phi$ varies it is straightforward to demonstrate that

$$\tan^2(\theta + \beta) = \frac{\tan^2(\psi_p + \alpha) \sin^2 \beta}{1 + \tan^2(\psi_p + \alpha) \cos \beta}$$  

(37)

has a minimum value determined by $\psi_p$. Similarly, differentiation of Eq. (36) with respect to $\phi$ and $\theta$, respectively, yields conditions

$$\cos^2(\theta + \beta) = \cos^2 \delta_p$$  

(38)

and

$$\cos^2(\phi + \gamma) = \frac{\cos^2 \delta_p - \cos^2 \beta}{1 - \cos^2 \beta})$$  

(39)

respectively, for extremal values of $\theta$ and $\phi$, given an experimental value for $\delta_p$. These Eqs. (38) and (39) provide the least information for the case $\cos^2 \beta > \cos^2 \delta_p$, when there is no value of $\phi$ that is...
Infrared spectroscopy is a particularly valuable approach because of its ability to probe internal vibrations of heme ligands, including N3 (β−δ−l bands associated with asymmetric stretching of Ni bound to low- and high-spin heme iron were unchanged [62]).

These investigations also revealed significant conformational freedom for the protein in the crystalline phase. The population of the 1966 cm−1 A0 band increases as the pH of the solution bathing the crystal is reduced, becoming the dominant conformation at pH 4 (Fig. 7). Comparison with structures determined by refinement of X-ray diffraction data collected at variable pH establishes that the A0 band corresponds to an “open pocket” conformation of the crystal, where dihedral rotation of His64 about the C4−C5 bond moves the imidazole side chain from the vicinity of the bound CO to a solvent-exposed location, opening a channel connecting the heme site to solvent [76]. Analogous pH-dependent Raman measurements on MbCO crystals associated the 491 cm−1 Fe—CO stretching frequency with the “open” conformation [77]. Titration of the pH demonstrates that the relative population of the “open” conformation in the crystal reversibly tracks that observed in solution [63,77].

The similar spectral lineshapes observed in crystals and solutions further underline the conformational freedom of the protein in the crystalline environment. MbCO provides an excellent test case, because photon echo measurements provide a quantitative measure of the vibrational dephasing time that indicates a very narrow (2.7 cm−1) homogeneous line width [78]. As a result, the observed lineshape of the C—O stretching vibration is primarily due to frequency variations in response to structural changes. The nearly identical lineshapes for the C—O stretching band in crystal and solution phases are consistent with the idea that the crystal lattice allows individual heme sites to sample the full conformational distribution that they populate in solution (Fig. 7). Temperature-derivative IR measurements on polycrystalline samples of MbCO display a broad distribution of rates for geminate rebinding of photolyzed CO [45], confirming that these conformations are also distinct kinetically, as previously observed in frozen solutions [79]. Encapsulation of MbCO in a silica sol–gel reduces the vibrational dephasing of the C—O stretch without noticeable effect on the lineshape [80], perhaps analogous to the effect of the crystalline environment.

Although crystallized proteins retain some conformational freedom, large conformational changes may be incommensurate with the crystalline lattice. In many cases, reactions with crystallized proteins cause crystals to disorder, crack, or dissolve. A classic example is the cracking of reduced hemoglobin (Hb) crystals crystallized using high salt concentrations upon oxygen binding, presumably because the equilibrium ligated conformation (R-state) is incommensurate with...
the T-state lattice. In contrast, deoxyHbA crystallized at low salt concentrations using polyethylene glycol remain trapped in the low-affinity T-state upon oxygen binding, permitting investigation of the intermediate ligated T-state structure [81,82].

Infrared measurements on single crystals of T-state human adult hemoglobin (HbA) provided the opportunity to probe the S→H vibrations of Cys α-104 and Cys β-112, located at the α-β subunit interface, as well as the stretching vibration of C=O at the heme sites [52]. The S→H linewidths and frequencies in the deoxygenated crystal agree with those observed for deoxyHbA solution. On the other hand, saturation of the P22,2 deoxyHbA crystals with CO leads to complete spectral depolarization, consistent with disruption of the crystal lattice, accompanied by S→H and C=O frequencies similar to those reported for the high-affinity R-state of HbACO in solution. However, 4% CO saturation left the S→H stretching region unaltered in frequency or polarization, consistent with retention of the T-state lattice. In this ligated T state, approximately 20% of the CO-ligated β-hemes adopt an alternate conformation with a 1967 cm\(^{-1}\) C=O frequency, similar to the “open pocket” conformation of MbCO [52].

Rather than using single crystals, several investigations arranged large numbers of protein crystals between CaF\(_2\) windows, to allow the collection of IR spectra of heme-bound CO without using an IR microscope. Early measurements on tetragonal R-state HbACO crystals revealed an increased width of the primary C=O stretching band near 1951 cm\(^{-1}\) in comparison with HbACO solution, as well as increased population of a minor conformation with a 1967 cm\(^{-1}\) frequency [42]. Curve-fitting analysis resolved the primary band into two subbands of comparable area, and the authors concluded that the frequency of CO bound to the α- and β-hemes increased by 1 and 5 cm\(^{-1}\), respectively, upon crystallization [42]. In contrast, the frequencies of CO bound to the catalytic site of bovine cytchrome c oxidase differed by less than 0.2 cm\(^{-1}\) from the solution frequencies [43].

However, IR measurements on polycrystalline arrays of MbCO have reported variable results [41,45]. Different preparations of polycrystalline sperm whale MbCO displayed significant variations in the relative population of the A\(_2\) conformation at ambient temperature, which were attributed to varying levels of CO saturation and partial oxidation of the heme [41]. In all cases, the population of the A\(_2\) conformation was significantly larger than observed either in parallel solution measurements [41] or in later measurements on single crystals of MbCO [62–64,75]. In contrast, measurements of polycrystalline arrays of MbCO at low temperatures revealed much smaller spectral differences with respect to solution measurements at the same temperature [45].

Although the reason for the variable results is unclear, they underline the need for caution in preparation of polycrystalline samples. The partial heme oxidation reported for some samples [41] raises the possibility that prolonged exposure to atmosphere may also have led to drying of the crystals. The experimental description for the low temperature measurements describes “crushing” the crystals between CaF\(_2\) windows [45], and this may prevent optical distortion due to variations in sample thickness that may also have influenced the earlier measurements [41]. The use of single crystals usually eliminates the need for mechanical manipulation of crystals, avoiding uncertainties about the effects of mechanical strain.

A number of approaches have been taken to extend infrared measurements on single crystals into the 1000–1800 cm\(^{-1}\) region. This region is highly informative, because numerous signals from the protein backbone and side chains appear in this region. The strong solvent absorption requires very short pathlengths, but results have been obtained on crystals of several photoactive proteins. Nucleation between CaF\(_2\) windows separated by a 6.5 μm teflon spacer led to crystallization of photosynthetic reaction centers from Rhodospseudomonas viridis in the P42\(_{2}\) space group with an extremely large aspect ratio (1 mm×0.5 mm×6.5 μm), permitting IR difference measurements below 1800 cm\(^{-1}\) [38]. Electronic absorption measure-ments confirmed that steady-state 900–1000 nm illumination populated the charge-separated P\(^+\)Q\(^-\) state, in which the primary donor is oxidized and the quinone acceptor is reduced. Strong absorption by the solvent HOH bend at 1640 cm\(^{-1}\) and by phosphate buffer and ammonium sulfate in the mother liquor from 1050 to 1150 cm\(^{-1}\) increased noise levels in these regions. Nevertheless, infrared difference spectra with respect to the initial state at 300 K exhibited several features that were reproducible in measurements on different crystals. The frequencies and relative intensities also showed good agreement with measurements on reaction centers reconstituted into lipid vesicles [83]. These steady-state difference measurements indicate the successful population of the P\(^+\)Q\(^-\) photocycle intermediate in the crystalline state.

Steady-state IR measurements on other membrane bound photoactive proteins support the retention of photoactivity in the crystalline environment. For example, infrared spectral differences between illuminated and non-illuminated sensory rhodopsin II in the crystalline state and when reconstituted in liposomes compared well over much of the 1000–1800 cm\(^{-1}\) region. However, reduced intensities in the strongly absorbing amide I and amide II regions were attributed to smaller conformational changes in the P22,2 crystal [84].

Time-resolved infrared and resonance Raman spectroscopy on hexagonal bL microcrystals revealed spectroscopic evidence for photoinduced spectroscopic changes similar to those observed in the native purple membrane [44]. A more detailed comparison of time-resolved IR measurements on single hexagonal bL crystals with parallel measurements on purple membranes confirmed the conclusion that the protein remains a functional proton pump in the crystalline phase, although some small frequency shifts were observed [40]. However, the photocycle kinetics were clearly altered in the crystal. In particular, the L→M transition was accelerated, while later steps in the photocycle were retarded in the crystal. Possible reasons suggested for the perturbed kinetics include the reduced water content and altered lipid composition. Further evidence that kinetics differ in the crystalline phase is the appearance of spectral features of both L and M intermediates in IR difference spectra induced by illumination of bL crystals at 230 K [117], while analogous measurements found 95% population of the M state in illuminated purple membrane at the same temperature [118]. Infrared measurements guided the development of protocols designed to trap specific photocycle intermediates for X-ray crystallographic studies [85].

Time-resolved infrared measurements of the photocycle of photoactive yellow protein (PYP) crystals reveal spectroscopic changes significantly smaller than those observed in solution [46]. PYP is a bacterial photosensor, and these results have important implications for understanding the mechanism of photoreception. In particular, formation of the signaling intermediate in the solution photocycle appears to involve conformational changes significantly larger than those observed in the crystalline state [86,87].

All of these measurements are consistent with minimal perturbation of the conformational equilibrium of the protein by the crystal lattice. However, the kinetics of conformational interconversion are significantly perturbed in the crystalline phase. Time-resolved X-ray crystallography provides a detailed picture of structural dynamics, but lattice constraints can impede the kinetics and perturb the structure of intermediate conformations. Quantitative analysis of time-resolved X-ray crystallography on myoglobin crystals reveals that the fraction of photolyzed CO molecules that rebind geminately to the same heme following photolysis is larger than in solution [88]. Qualitatively similar effects are observed in highly viscous glycerol/water solutions, which impede the motion of the distal histidine that opens the primary channel for ligand escape from the protein [89]. Together with observation of transient electron density attributed to CO occupancy of the Xe pocket on the proximal side of the heme [88], these results are consistent with lattice-induced suppression of CO escape via the classical pathway gated by His 64. It remains to be established whether
the Xe pocket plays a significant role for CO migration in aqueous solution.

6.2. Spectroscopic identification of molecular species generated during X-ray exposure of protein crystals

Even when protein structure is unaffected by the crystallization process itself, the prolonged X-ray exposures required to collect a complete set of high-resolution diffraction data can lead to chemical and structural modifications [9–11,90]. At high doses, scattering intensities decrease, with 30 MGy (1 Gy = 1 J/kg) recommended as a practical limit for “typical macromolecular crystallography experiments” [91] (1 Gy = 1 J/kg). However, significant photoreduction of metal sites takes place at significantly lower doses, and visible absorption measurements can monitor this process in favorable cases [8,17–19].

Infrared spectroscopy can probe irradiated crystals that lack a visible chromophore, providing a means to monitor and characterize dose-dependent modifications of the polypeptide. Infrared measurements on butyrylcholinesterase (BChE) crystals, following irradiation with X-rays at 100 K, reveal spectral contributions of molecular species resulting from radiation exposure, including bands at 2340, 2165 and 2136 cm⁻¹ (Fig. 5). We previously reported CO₂ bands near 2340 cm⁻¹ resulting from UV-induced decarboxylation of green fluorescent protein, coupled with electron density consistent with photogenerated CO₂ [22]. Although decarboxylation of Asp and Glu residues has often been noted as a consequence of X-ray exposure, electron density attributable to the resulting CO₂ has been reported less often, perhaps due to its high mobility [47]. The strong 2340 cm⁻¹ band observed in irradiated BChE crystals (Fig. 5) is consistent with generation of CO₂. Weaker spectral features resulting from irradiation remain to be identified, although the 2136 cm⁻¹ band may reflect the generation of CO. Note that irradiation of the cryosolvent appears to generate some of the same products, but with differing relative concentrations.

In addition to CO₂ production, the X-ray exposure of protein crystals can result in the generation of CO. For example, the presence of CO has been observed in CO-binding proteins such as myoglobin and carbonic anhydrase. Spectroscopic methods, such as infrared spectroscopy, can be used to detect the presence of CO in these proteins.

6.3. Exploiting molecular orientation in oriented single crystals

Fraser’s investigations of DNA structure in the early 1950s are a notable early application of polarized infrared absorption measurements to an important biological problem. Although single crystals were not available, polarization measurements on aligned DNA fibers clearly demonstrated that the bases were oriented perpendicular to the fiber axis [32]. Fraser used these results, in conjunction with other measurements and physical reasoning, to propose a structural model for DNA that captured important elements of the structure that would shortly be reported by Crick and Watson, featuring hydrogen bonded bases stacked along the axis of a helical structure with phosphate groups on the outside. The faulty element, a detail with profound biological ramifications, was the presence of three intertwined chains, rather than two. Although cited in the third paragraph of the famous Watson-Crick publication [93], Fraser’s manuscript was never published at the time, appearing many years after the fact as an historical note [94].

Fraser continued to apply infrared dichroism for many years in studies on fibrous proteins [95], and this work proved seminal for later infrared investigations of oriented macromolecules. For example, polarized infrared measurements of membrane proteins probe the average orientation of helical elements with respect to the membrane normal [61,96,97]. The dichroism of the partially oriented molecular ensemble created by photochemical reaction initiation with polarized visible light also yields molecular information, although accurate quantitative interpretation requires careful determination of the orientational distribution [30,58,99].

The much higher degree of molecular orientation in protein crystals makes polarized infrared measurements particularly promising. Myoglobin (Mb) served as a favorable case for developing and illustrating the capabilities of infrared protein crystallography [62–64,75]. Mb crystallizes relatively easily in space groups with symmetry low enough to exhibit dichroism, the vibrations of many heme ligands can be probed in relatively thick crystals, and the presence of a single molecule in the asymmetric unit simplifies the interpretation of polarized measurements.

Polarized IR measurements on MbCO crystals demonstrated that conformations having distinct C–O vibrational frequencies nevertheless exhibited CO orientations within a few degrees of each other [75]. Moreover, the projected orientations of the C–O transition
dipole for the primary band at 1945 cm\(^{-1}\) and the heme normal were within 5° for three independent directions in two crystallographic systems. Synthesis of this information in a common molecular coordinate system identified a unique orientation consistent with all measurements (Fig. 12).

In contrast with X-ray structures available at the time, which showed the C—O bond displaced from its energetically preferred orientation normal to the heme by amounts ranging from 40° to 60° (lower panel of Fig. 13), infrared crystallography found the C—O transition dipole displaced only 7° from the heme normal [63,64]. Infrared photoselective measurements on MbCO solutions confirmed a C—O displacement of 7° or less [99,100]. Other spectroscopic measurements were also consistent with reduced CO displacements [101]. With improving resolution, smaller FeCO distortions ultimately appeared in X-ray structural models as well [66,102]. Isotropic refinement of partially oxidized crystals may have contributed to the highly distorted FeCO unit in earlier structural models [103].

Based on DFT calculations, Spiro and Kozlowski suggested that the C—O transition dipole lies closer to the heme normal than the C—O bond [104]. This is plausible, and qualitatively accounts for the small remaining discrepancy between infrared and X-ray crystallographic results (Fig. 13). However, the predicted noncoincidence of the transition dipole and bond orientations still awaits a more definitive experimental test. It may be significant that the transition dipole of the asymmetric azide stretch determined for metMbN\(_3\) using infrared crystallography also exhibits a smaller displacement from the heme normal than the axis of the N\(_3\) ligand in the X-ray structure [62].

These measurements contributed to the evolving understanding of protein recognition of diatomic molecules. Specific recognition of O\(_2\), NO, and CO is essential because they play important but distinct physiological roles in cellular metabolism and in molecular signaling. When bound to heme, they exhibit significant variations in geometry and charge distribution that can be recognized by a protein, although the isolated diatomics are nearly indistinguishable by these criteria [105]. Protein distortion of the heme—CO complex from its energetically favorable geometry with CO normal to the heme plane could discriminate in favor of O\(_2\), which binds at an angle to the heme normal. In fact, calculations predict a 1—4 kJ/mol cost associated with a 0.3—0.6 Å off-axis displacement of the oxygen atom [106], which, augmented by the energetic cost of distorting the protein matrix [63], could be physiologically significant. However, differences in charge distribution are now believed to play the primary role in favoring the binding of O\(_2\) over CO in myoglobin and hemoglobin. Specifically, transfer of electron density from the heme Fe to O\(_2\) upon heme binding favors the formation of a strong hydrogen bond with the distal histidine found in these oxygen carriers [106], while hydrogen bonding with CO [107] is significantly weaker.

 Dichroic IR measurements of the S—H band in single crystals of human adult hemoglobin (HbA) crystallized in the P\(_{2}1_{2}1_{2}\) space group as the low-oxygen-affinity T state successfully isolated spectrally unresolved contributions from Cyx104 and Cys112 based on their distinct polarization properties [52]. Comparison of the polarization results with the structural model derived from X-ray diffraction measurements allowed assignment of 2558 and 2564 cm\(^{-1}\) S—H vibrational frequencies to Cyx104 and Cys112, respectively. Specifically, the measured polarization indices were consistent with hydrogen bonding to the backbone carbonyls of Leu100 and Asn118, respectively, supporting a proposed motif for hydrogen bonding of cysteine residues in α—helices [108]. Synergistic application of infrared and X-ray crystallography to directly evaluate hydrogen bonding partners is intriguing, since macromolecular crystals are only rarely refined to a resolution that allows identification of hydrogen positions with confidence, so that hydrogen bonding must usually be inferred from indirect stereochemical reasoning.

Polarized IR measurements of the C—O band following partial saturation of the HbACO crystal with CO probed the structure of the heme sites [52]. In particular, the dichroism of the primary C—O stretching band indicated comparable occupancy of the α- and β-hemes, not an obvious result in light of differing O\(_2\) affinities for the two sites [81,109]. Interestingly, polarization measurements associate the structural perturbation responsible for appearance of the secondary 1967 cm\(^{-1}\) band in the ligated T state with the β-heme [52].

7. Summary and prospects
Spectral comparisons with proteins in solution have been the most common application for infrared measurements on protein crystals. Although the equilibrium structure appears to be unaffected by crystallization in many cases, the time scale of conformational changes is often altered. This may complicate the interpretation of time-resolved measurements, but can also be exploited to trap metastable intermediate structures.

Polarized IR measurements have been fewer in number, but illustrate the opportunities for exploiting molecular orientation in the crystalline phase. In favorable cases, polarization measurements on multiple crystal forms can reveal the three-dimensional orientation of transition dipoles associated with single bonds. More commonly, infrared measurements complement X-ray crystallographic investigations, for example, by identifying the vibrational signatures of individual residues or by distinguishing among possible hydrogen bonding arrangements.

Infrared protein crystallography will realize its full potential with the extension of polarized IR measurements to the information-rich spectral region below 1800 cm\(^{-1}\). We are aware of two measurements demonstrating this possibility. In one case, a spectroelectrochemical cell enabled measurement of polarized IR spectral differences between oxidized and reduced states of a very thin crystal of cytochrome c [39]. In the other case, measurements using the collimated IR radiation available at a synchrotron beamline allowed the measurement of the data on photosystem II crystals presented in Fig. 4. Previous measurements on single crystals below 1800 cm\(^{-1}\) have not reported polarization results. In addition to having dimensions that allow high transmission over the diameter of the available IR beam, crystals must have a favorable symmetry. Crystals with tetragonal or hexagonal space groups may develop plate-like habits that are favorable for infrared measurements along the high symmetry axis, but exhibit no optical anisotropy as a consequence of the high symmetry.
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Appendix A
Here we briefly demonstrate the calculation of the average

\[
\langle (\hat{\mu} \cdot \hat{e})^2 \rangle = \frac{1}{n} \sum_{k=1}^{n} (\hat{O}_k \cdot \hat{\mu} \cdot \hat{e})^2
\]

of $\langle (\hat{\mu} \cdot \hat{e})^2 \rangle$ over $n$ symmetry operations $\hat{O}_k$. Each operator can be decomposed into products of translations, rotations, and inversions.
that the generate space group of the crystal. The quantity $\langle \hat{\mu} \cdot e^2 \rangle^2$ is clearly invariant under translations and inversions, and it is sufficient to consider the most symmetric rotational axis. For light polarized parallel to an $n$-fold axis, $\langle \hat{\mu} \cdot e^2 \rangle^2$ is again clearly invariant, leading to

$$\langle \hat{\mu} \cdot e^2 \rangle^2 = \langle \hat{\mu} \cdot e^2 \rangle^2.$$  \hspace{1cm} (41)

To consider the result for an $n$-fold rotation axis perpendicular to $e$, we write the components of $\hat{\mu}$ in a coordinate system whose $z$- and $x$-axes lie along the rotation axis and $e$, respectively. We then express the average in terms of the polar and azimuthal angles $\theta$ and $\phi$. Trigonometric identities allow us to rewrite this as

$$\langle \hat{\mu} \cdot e^2 \rangle^2 = \frac{1}{2n} \sin^2 \theta \sum_{k=1}^{n} \cos \left( \phi + \frac{2mk}{n} \right),$$  \hspace{1cm} (42)

concluding that

$$\langle \hat{\mu} \cdot e^2 \rangle^2 = 1 - \frac{1}{2} \sin^2 \theta = \frac{1}{2} \left( 1 - \langle \hat{\mu} \cdot e^2 \rangle^2 \right).$$  \hspace{1cm} (43)

For the case $n=2$, the right-hand side of Eq. (43) reduces to $\langle \hat{\mu} \cdot e^2 \rangle^2 = \sin^2 \theta \cos^2 \phi$, as when $e$ is parallel to the axis. For $n \geq 3$, we easily evaluate the sums remaining in Eq. (43) as the real and imaginary parts of

$$\frac{n}{n-1} e^{-2\pi in/n} = \left( 1 - e^{2\pi i/n} \right) \text{sum}_{k=1}^{n} e^{2\pi i kn/n} = \frac{1 - e^{-2\pi i/n}}{1 - e^{-2\pi i/n}} = 0,$$  \hspace{1cm} (44)

concluding that

$$\langle \hat{\mu} \cdot e^2 \rangle^2 = \frac{1}{2} \sin^2 \theta = \frac{1}{2} \left( 1 - \langle \hat{\mu} \cdot e^2 \rangle^2 \right).$$  \hspace{1cm} (45)

For light polarized perpendicular to the direction $\hat{u}$ of an $n$-fold axis. The other situation of interest here occurs in cubic crystals, where the natural co-ordinate system is one in which each axis bisects a pair of three-fold rotations, such that the $2n/3$ rotation simply permutes the $x$-, $y$-, and $z$-components of $\hat{\mu}$. For light polarized along one of these axes, then,

$$\langle \hat{\mu} \cdot e^2 \rangle^2 = \frac{1}{3} (\hat{\mu}_x^2 + \hat{\mu}_y^2 + \hat{\mu}_z^2) = \frac{1}{3},$$  \hspace{1cm} (46)
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Photosystem II from Thermosynechococcus elongatus crystallized in space group P2₁2₁2₁ using hanging drop vapor diffusion against a reservoir containing 6–14% PEG-4000, 20% glycerol, 100 mM HEPES pH 7.5, 100 mM ammonium sulfate, and 0.11 mM polyoxyethylene lauryl ether (C₁₂E₈) [112]. The solution sample was 8.4 mg chlorophyll/mL in 20 mM MES pH 6.5, 10 mM CaCl₂ and 10 mM MgCl₂, with 1 mM DCMU (3-(3,4-dichlorophenyl)-1,1-dimethylurea). Excess n-dodecyl β-D-maltoside (DDM), used to solubilize photosystem II, was removed during anion exchange purification.


BChE was purified and crystallized as described [115]. Crystals were transferred for 10 s into a cryoprotectant solution containing 2.3 M ammonium sulfate, 0.1 M morpholinooethanesulfonic acid (MES), pH 6.5, and 16% glycerol. Subsequently, they were loop-mounted and flash-cooled in a 100 K nitrogen gas stream from a commercial cryocooler (600 series, Oxford Cryosystems, Oxford, UK). Control experiments were performed on a thin film of cryoprotectant flash-cooled on a loop in the cryostream at 100 K. Crystals and cryoprotectant were irradiated for the indicated exposure times at beamline ID14-EH4 at the European Synchrotron Radiation Facility (ESRF) [116], using the unattenuated beam (300 μm x 300 μm) at an energy of 13.2 keV. Subsequent to irradiation, samples were retrieved in liquid nitrogen and shipped at 77 K to Northeastern University, where data were recorded using an infrared microscope. Both irradiation and IR measurements were performed with the cryoloops mounted in a 100 K cryostream.


