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ABSTRACT

This paper introduces a method for facial expression recognition combining appearance and geometric facial features. The proposed framework consistently combines multiple facial representations at both global and local levels. First, covariance descriptors are computed to represent regional features combining various feature information with a low dimensionality. Then geometric features are detected to provide a general facial movement description of the facial expression. These appearance and geometric features are combined to form a vector representation of the facial expression. The proposed method is tested on the CK+ database and shows encouraging performance.
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1. INTRODUCTION

Facial expression recognition has been an active research topic in over last twenty years. It has various applications including robotics, emotion analysis, image understanding and facial animation among others [1, 2]. Automatic facial expression recognition can help understand emotional activities of the target identities with relatively less intrusiveness than most other contacted methods. Human-machine interaction is one of the main applications of facial expression recognition since facial expressions convey significant human emotions. According to early psychological research, 55% communicative cues can be judged from facial expressions [3]. There is extensive research in facial expression recognition and understanding since the pioneering work by Mase et al. [4]. The current work can be generally classified into two categories: appearance based methods and geometric based methods. A more detailed survey on facial expression recognition can be found in [5].

Appearance based methods usually extract the textural variations of face images through various descriptors including Principal Component Analysis (PCA) [6], Independent Component Analysis (ICA) [7] and Gabor filters [8]. Garber filter provide better performance than many state-of-the-art methods [9], but it subjects to expensive computational cost in both memory and time. Local Binary Patterns (LBP) has been recently proposed as effective appearance descriptors for facial analysis [10, 11]. It achieved a convincing performance compared with Gabor filters but with a light computational cost [12, 13]. A variation of LBP has been proposed by Rajamanoharan et al. [14] for 3D facial action unit detection. Different from LBP, Jiang et al. [15] recently proposed to use irregular patches based on domain knowledge to define face regions for facial action recognition.

Geometric methods represent facial movements using predefined geometric landmark positions on salient facial features [16, 17]. Since this kind of methods describes facial movements based on limited fiducial points on the face, it required accurate facial feature detection.

Facial Action Coding System (FACS) has attracted attention since it was invented by Ekman et al. [18] in 1970s. FACS postulated six primary emotions each possessing distinctive contents together with a unique facial expression. These facial expressions are referred to as basic emotional facial expression which used to be thought as universal across human ethnicity and cultures, but recent research suggested these facial expressions are not culturally universal [19, 20, 21]. FACS action unit has been widely used in facial action recognition and optimization [22, 23, 24, 25, 26]. One potential disadvantage of AU based methods is that the errors accumulated from AU classification may propagate which can affect the performance of facial expression recognition.

With the development of technologies and higher demands for human-machine interaction, it requires a higher precision in recognizing effective facial expressions. Though much progress has been made in recent years, it is still challenging in improving the recognition accuracy. In this paper, we propose a framework to effectively combine the appearance descriptors and geometric features of the image for facial expression recognition. A covariance matrix for
Fig. 1 Flowchart of the proposed framework describing object appearances was introduced by Tuzel et al. [27] for the task of detection and classification. We use the covariance descriptors containing various textural features to represent facial appearance. The covariance descriptors unify both spatial and statistical information of the facial image through capturing shape and location information etc. It also provides a very compact representation of the facial appearance with a low dimensionality. The geometric feature points are then detected and combined to form a unified facial expression features for recognition. Fig. 1 demonstrates the flowchart of the proposed framework.

2. METHOD

2.1 Appearance representation

The face image is divided into non-overlapping patches. Each patch captures local information without ignoring spatial information of the face appearance. Covariance descriptors can combine multiple features together with a compact and flexible representation of an image. It can capture both spatial and statistical information of face appearance. The changes in rotation and illumination variations can be eased by the covariance matrix. And different features can also be merged together. In this paper, we divide the face image into \( d \times d \) patches. The Covariance descriptor method is applied to each patch separately. In this paper, we use \( 8 \times 8 \) patches for each face image. The covariance descriptor can be described as the follows:

\[
\phi(y, x) = \begin{pmatrix} v_1 & \cdots & v_d \end{pmatrix}
\]

\( \mu \) is the mean vector of \( n_k \) over the patch \( p \) and \( n \) is the pixel number of the \( p \) patch. The diagonal entries of \( p_i \mathbf{C} \), are the variance of the feature and the non-diagonal entries represent the correlations. The covariance descriptor for each patch is strictly symmetric and positive semi-definite matrix. This matrix models the properties of each patch based on a combination of features of the image. It does not capture any information about...
the ordering and patch size of the image. The covariance matrices have low dimension compared with many feature descriptors since the symmetry matrix $C_{i,p}$ contains only $N = \frac{1}{2}(d^2 + d)$ different values. The noise corrupting individual samples can be largely filtered out with an average filter during the covariance computation. In this paper, the covariance descriptor is calculated based on an eight-dimensional feature vector for each pixel:

$$f(x, y) = [x, y, I_x, I_y, \sqrt{I_x^2 + I_y^2}, I_{xx}, I_{yy}]$$

(3)

This feature vector contains the pixel coordinate $(x, y)$, the gray scale pixel value $I$ at $(x, y)$, the derivative $I_x, I_y$ along $x$ and $y$ respectively, the second derivative $I_{xx}, I_{yy}$ along $x$ and $y$ respectively and the magnitude of the gradient $\sqrt{I_x^2 + I_y^2}$.

To eliminate the effect of some large values, the Covariance descriptors are normalized for each patch. The descriptors are then vectorized as a unique vector for each face image. This vector is normalized and can be expressed as: $C = [\overline{C}_1, \overline{C}_2, ..., \overline{C}_M]$, Where $\overline{C}_p$ is the normalized covariance descriptor for the $p^{th}$ patch, $M$ being the total number of patches.

Inspired by the distance measure method to compute the dissimilarity of two covariance matrices by Forstner et al. [28], we compute the difference of the covariance descriptor pair of the two decomposed layers:

$$\rho_p(C_{p,1}, C_{p,2}) = \sqrt{\sum_{i=1}^{m} \ln^2 \lambda_{p,i}(C_{p,1}, C_{p,2})}$$

(4)

Where $\lambda_{p,i}(C_{p,1}, C_{p,2})$ $(i = 1, 2, ..., m)$ are the generalized eigenvalues of $C_{p,1}$ and $C_{p,2}$. The covariance descriptor distance items of all the patches of the face image are stacked into a vector and normalized as $\rho = [\overline{\rho}_1, \overline{\rho}_2, ..., \overline{\rho}_N]$, $N = d \times d$.

2.2 Geometric features

We employ the landmark detection method by Yu et al. [29] for detecting feature points on the face. Since the landmarks on the face profile carry little information in facial expressions, we only take the landmarks around eyes, nose and mouth as the geometric feature points. Fig. 1 shows an example of the detected facial features. After detecting the landmarks, Procrustes transformation is applied to align with the reference face shape. The aligned shape features are then normalized and vectorized for the combination with the covariance descriptors.

To improve the performance of the recognition, we just concatenate the appearance vector and geometric vector into one single vector representation for each image. The geometric vector is then normalized as a vector $G$.

These appearance and geometric features are then concatenated to form one vector for the representation of the face image:

$$F = [C; \rho; G]$$

(5)

3. EXPERIMENT

The proposed method is evaluated using the Cohn-Kanade Extended Facial Expression Database (CK+) [30].
Fig. 2. Examples of the six primary facial expressions from the CK+ database

Fig. 3. An example of facial image patches division. Left block: the detected surprise facial expression; right block: divided 64 patches of the facial expression.

Fig. 2 illustrates examples of six types of facial expressions. We only use the peak frame for each facial expression. This database consists of 123 subjects and 593 facial expression sequences in frontal view. Among those 118 subjects are annotated with seven primary facial expressions including surprise, anger, fear, happy, sad, disgust and contempt. In this paper we only test the algorithm for the first 6 facial expressions.

In the experiment, we use SVM as the classifier and the leave-one-out cross validation method [31]. Each facial expression image is divided into 64 patches as shown in Fig. 3. We compare the proposed method with the state-of-the-art LBP method. The experiment on the CK+ facial expression database shows a superior performance to the LBP method. Table 1 demonstrates the comparison result.

TABLE I Comparison of facial expression recognition methods on CK+ database

<table>
<thead>
<tr>
<th></th>
<th>Surprise</th>
<th>Sad</th>
<th>Fear</th>
<th>Anger</th>
<th>Disgust</th>
<th>Happy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>0.91</td>
<td>0.89</td>
<td>0.96</td>
<td>0.91</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>Ours</td>
<td>0.99</td>
<td>0.93</td>
<td>0.96</td>
<td>0.93</td>
<td>0.95</td>
<td>1.00</td>
</tr>
</tbody>
</table>

4. CONCLUSION

In this paper, we propose to recognize facial expressions using a combination of appearance and geometric features of the peak frames. The Covariance descriptors of appearance itself have shown good performance in the recognition of six primary facial expressions. The experiment demonstrated that when combining the geometric features of the facial expression, the performance can be clearly improved. In future, we will test the proposed method on more databases. As research suggested dynamics of facial expression may improve the recognition performance [32], we will improve the algorithm for dynamic facial expression analysis.
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