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ABSTRACT 

This thesis is concerned with an empirical investigation of the financial performance of UK 

financial institutions over the period 1980-2015. This period reflects numerous changes in the 

development of the UK economy and in the evolution and financial deepening of its financial 

system including also the deregulation and liberalisation of financial markets that culminated 

in financial institutions being able to compete actively in markets for financial services where 

previously they were prohibited; the global financial crisis of 2007-2009 and the Eurozone debt 

crisis which had a strong negative impact on the UK financial sector and resulted in the move 

away from an informal regulatory structure toward a more rigorous and formal structure of 

regulation. These developments make it necessary to investigate empirically important factors 

that shed light on the performance of UK financial institutions which should be of interest to 

policy makers and regulatory authorities.  

Following the introduction to the thesis in chapter one and a review of the literature which is 

presented in chapter two, there are four themes which is the primary focus of this thesis. The 

first theme, which occupies chapter three investigate, using a panel data regression approach, 

whether a number of the key drivers of performance affect the financial performance of UK 

financial institutions over crisis and non-crisis periods, and whether, by means of EGARCH, 

the risk taking behaviour of financial institutions have a decided impact on their financial 

performance. The findings indicate that the strength of the UK economy underpins the overall 

profitability of the sectors. Additionally, we provide strong evidence of risk undertaken is a 

key variable which impacts profitability in all financial sectors, confirming the risk-return 

hypothesis. The banking sector is also able to exert greater performance through a highly 

concentrated market. The second theme, taken up in chapter four, investigates the changing 

risk profile of UK financial institutions using rolling regression, the Kalman filter, DCC-

GARCH, bivariate BEKK GARCH and bivariate GJR-GARCH methodologies. The results 

confirm the literature by determining beta to be a time-varying variable. We also contribute to 

the literature by demonstrating the insurance and banking sectors possesses greatest systemic 

risk throughout our sample years, which can be attributed to their central role in financial 

markets, risk management and their contribution to the economy. The third theme, which is the 

focus of chapter five examines the impact of macroeconomic news and other announcements 

on the stock prices of UK financial institutions. We utilise the event study, SUR and GJR-

GARCH techniques to determine the impact of macroeconomic news, which we demonstrated 

investors were able to distinguish the risk levels of UK banks. Moreover, during periods of 

crisis government announcements are just as effective as the Bank of England to restore 

confidence in the financial system. We demonstrated how integrated financial markets are in 

todayôs economic climate due to globalisation. Whereby, announcements from Western 

economies had a greater impact on UK non-bank financials than combined Bank of England 

and Government announcements. The fourth theme, which is contained in chapter six assessed 

the impact of regulatory changes by the UK authorities and other relevant regulatory bodies 

towards the security prices of UK financial institutions through event study, EGARCH and 

VAR GJR-GARCH techniques. The Vickers report sought to implement new standards to 

create financial stability and avert future crisis periods. This led to negative impacts on equity 

prices on the financial sectors, demonstrating the risk-return hypothesis, along with higher 

capital requirement regulations mirroring this result.  

The research provides a basis to develop in-depth knowledge of the UK financial system in 

order to improve risk management, allocation of resources, decision making by financial 

institutional managersô and aid policy makers future decisions to improve market conditions 

for financial institutions, which will aid overall economic prosperity.  
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CHAPTER 1 

Introduction  

 

1.1 Research Background and Motivation 

Financial crises since the turn of the 20th century have become a recurring event, 

propping up across many different economies over time. The most recent major global financial 

crisis of 2007/8 cost the UK economy an estimated £500 billion once accounting for loans and 

liquidity guarantees, bringing the UK economy into recession, due to the losses amassed from 

the financial sectors of the developed world. The problems from the financial sector leaked into 

the real economy, which caused funding issues to facilitate economic activity and led the UK 

into a recession. The unfolding events which transpired from the collapse of the US sub-prime 

market in 2007, led developed governments to implement bailouts/pass laws in order to sustain 

the financial system. Furthermore, the efforts made by respective central banks within the 

affected nations exhausted all their powers to restore confidence within the system. Measures 

taken included coordinated base rate cuts, providing liquidity into the system and launching an 

unprecedented quantitative easing programme. The significant cost towards respective EU 

governments paved way for a Eurozone sovereign debt crisis, which materialised in 2010. This 

follow-on event caused further issues for UK financial institutions, which held an estimated 

£100bn exposure to certain Eurozone nationsô debt such as the Republic of Ireland, Greece, 

Spain and Portugal. Following these volatile years post 2008 financial crisis, there has been a 

period of reconciliation within the balance sheets of the UK financial sectors. Whereby, there 

has been large restructuring of British institutions through closing certain investment 

businesses, selling assets, stricter lending regimes and holding more capital. Following the 

interventions from the UK government and Bank of England, stricter regulations have been 

implemented or in the process of doing so, outlined by the recommendations of the Turner 

Review in 2009. Further to the Turner Review the government reformed the regulatory bodies 

which paved way for the creation of the Financial Conduct Authority and the Prudential 

Regulation Authority (Controlled by the Bank of England). Extra measures were taken in 2010 

by the government to create future financial stability which established the independent 

commission on banking to reform the sector further. The outcome was the Vickers Report in 

2011, which witnessed calls for the banking sector to hold additional capital and ring fencing 

the banking sector, which is to separate banking activities from investment activities. Proposed 
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reforms directly impacted the business models of the industry. The newly suggested regulations 

also can negatively influence overall performance of the economy as this would restrict 

financing in certain financial sectors.   

Traditionally, the performance of the financial sector is linked to current economic 

conditions such as during periods of growth when greater performance levels are expected and 

vice versa for recessionary conditions as exemplified by Smirlock (1985), Berger (1995), 

Demirgüç-Kunt and Huizinga (1999) and Abreu and Mendes (2001). Additionally to economic 

growth, overall bank performance is sensitive to long-term interest rates and inflation as 

demonstrated by the studies of; Bourke (1998), Molyneaux and Thornton (1992), Demirgüç-

Kunt and Huizinga (1999) through reporting positive correlations between inflation and long-

term interest rates with bank performance. Furthermore, outside of economic conditions there 

are other drivers of performance which has been drawn upon in the existing literature. For 

example, Goddard et al. (2004) report a tenuous relationship between size and profitability, but 

also report a significant and positive relationship between off-balance sheet business and 

profitability for the UK banking firms examined. However, these drivers may have evolved 

over time through technological advances as the industry has dynamically altered over the 

previous decades till the present day. This began during the Margaret Thatcher government era 

through deregulating building societies/banks with the introduction of the Buildings Societies 

Act of 1986 and the Financial Services Act of 1986. These acts enabled building societies to 

offer a range of services from which they were previously excluded from. Furthermore, this 

allowed non-depository financial firms and international banks to offer similar products to 

commercial banks as the regulations reduced barriers to enter into the market. Ultimately, 

deregulation led to a greater degree of competition and contestability for market share, which 

led to a period of declining profit margins. As a result, consolidation occurred within building 

societies as well as banks, which materialised through mergers and acquisitions, reducing the 

number of institutions operating in the UK. These events in history shaped the UK banking 

market over time, which has resulted in a very concentrated banking market that is dominated 

by very few institutions. With a concentrated banking sector and an increase of competition 

from non-banking firms offering banking services, this has led to an industry that is under 

constant pressure to innovate and invent new financial products in order to increase profit 

margins. In order to achieve such returns for shareholders, bank managers increased their roles 

in off-balance sheet activities, in particular mortgage backed securities which fuelled the risk 

appetite of the sector. As the sub-prime mortgage crisis developed, the large losses were 
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sourced from engaging in off-balance sheet activities (through the derivatives market), which 

eventually led to the demise of the financial sector. 

The continued excessive risk appetite demonstrated by the financial sectors in the build-

up to the crisis ultimately destabilised the UK economy. This was through a loss of confidence 

in the financial system when problems of certain banking institutions came to light as a result 

of high exposure levels to American sub-prime debt defaults. Immediately, this was reflected 

within the inter-bank markets over fears of the future existence of banking institutions due to 

the losses incurred, whereby lending between banks halted and a lack of liquidity to the rest of 

economy emerged leading to financial instability. The risk profile of the UK financial sectors 

is one that is always evolving, along with the economic cycle. When economic periods are 

good there is sustained growth present, which is facilitated by the financial sector of the 

economy through greater lending as credit is widely available. However, as part of the 

economic cycle, there will be a period of slowed growth as interest rates rise in order to prevent 

the economy from overheating. As interest rates rise, this is usually followed by increases in 

default as the economy begins to stagnate and this is usually followed by increased 

unemployment as there is less money within the system to facilitate further economic 

expansion. This was mirrored by the UK economy and financial institutions in particular in the 

build-up to the crisis of 2008. As the turn of the 21st century, there was a low interest rate 

environment (in comparison to previous regimes) which ultimately led to increased lending 

from the banking/financial sectors as prosperous economic conditions were present, which 

reduced fears of credit default among borrowers. In the years that led to the financial crisis, 

increased performance levels of the financial institutions were present off the back-drop of 

increased risk-taking behaviour being exhibited. All of which this information is to be reflected 

within the risk profile of each sector from the markets standpoint, in order to price the risk-

return relationship correctly as identified by many academics in their studies of time-varying 

risk, see Choudhry (2005), Mergner and Bulla (2008), Choudhry and Wu (2009), Zhou (2012) 

and many others. 

Following the turbulent years, which the financial crisis brought to the UK economy as 

a whole, the government requested an inquiry in 2010 through the independent commission on 

banking chaired by Sir John Vickers. This was the result of the release of the Turner Review 

in 2009, which highlighted within its recommendations increased supervision as well as further 

inquiries of reforming regulation towards the financial sector within the UK. This eventually 

led to the Vickers Report in 2011, which outlined various recommendations to create financial 
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stability. In order to protect the deposit-taking institutions from future crisis periods, the policy 

implications made is to split the institution from ring fencing and non-ring fencing units, which 

alters banking within the UK. The ring fenced unit is to maintain market integrity and only 

conduct in traditional banking activities (deposit taking and creating loans) and is excluded 

from partaking within non-traditional banking activities. These reforms naturally possess high 

demands towards the UK depository institutions as this requires vast restructuring of their 

business models, which will be costly to satisfy the regulations. However, with the proposed 

changes in the Vickers Report this theoretically will produce financial stability as risky 

activities is solely held within the non-ring fenced units. Thereby carrying out this investigation 

possesses great importance to understand how the market has received incoming regulation. 

Whether increased regulation was perceived to be positive, as a result of increased stability 

encourages more participants to the market. Conversely, a negative reaction from the market 

would suggest the tightening of regulation would impact the business models of the financial 

sectors and thereby reduce their risk and return.  

The motivation of conducting this research thesis are three fold; (i) The financial crisis of 2008 

witnessed in the UK caused ever lasting effects towards the economy, which are still present 

to this day and has effectively impacted the vast majority of the public in one form or another. 

Whether this is through unemployment, lack of government spending on public services due 

to the cuts made by the elected government in 2010 as a result of government bailouts to the 

financial sector or any other reason that can be linked back to the crisis event. One strongly 

feels it is pivotal to undertake such research in order for the general public to gain greater 

knowledge of what occurred within the financial sectors that caused the UK taxpayers dearly. 

(ii) Once greater knowledge is exhibited through this thesis, policy/law makers are more 

informed when decisions are to be made when it comes to preserving the health of our financial 

system. Through understanding the attributes to greater financial performance of the financial 

sectors, we will be able to optimise their performance, which will inherently benefit the 

economy. Furthermore, through gaining greater understanding of their risk profile they exhibit 

we will be able to monitor and effectively be able to improve risk management among the 

financial institutions. (iii) The existing literature across UK financial institutions is out-dated 

and there are few studies that consider the recent financial crisis. With this in mind, this gives 

us further motivation to create a debate within the current strand of literature and make a 

contribution to knowledge within the field of economics and finance. 
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1.2 Research Methods 

In order to undertake the research within this thesis a wide variety of econometric 

methodologies will be implemented. The literature on the financial performance of banks has 

employed a wide range of statistical approaches to examine the profitability of commercial 

banks. The approaches range from cross-sectional regression technique as implemented by 

Smirlock (1985), Molyneux and Thornton (1992) and Molyneux and Forbes (1995); panel data 

regression models as demonstrated by Demirgüç-Kunt and Huizinga (1999), Pasiouras and 

Kosmidou (2007) and Staikouras and Wood (2011); VAR model as utilised by Goddard et al., 

(2004). These techniques applied explore related themes in the field of determining financial 

performance of banks. All of these techniques have their benefits to reach the final goal of 

explaining financial performance in banks as these studies have demonstrated.  

For the second empirical chapter we will attempt to identify the risk profile of UK 

financial institutions over non-crisis and crisis related periods of the economic cycle. To 

address this we can incorporate many different methodological approaches to capture the 

changes in risk profile. These approaches are as follows; rolling regression technique first 

implemented by Fama and Macbeth (1973), Kalman filter with a random walk as produced by 

Harvey (1993) and Hamilton (1994), DCC-GARCH methodology as outlined by Engle (2002), 

Bivariate-BEKK GARCH model from Engle and Kroner (1995), the GJR-GARCH model 

produced by Glosten et al. (1993), the Schwert-Seguin approach as given by Schwert and 

Seguin (1990) and the Markov switching process from Hamilton (1989). All of these methods 

outlined enable us to produce a conditional time-varying series, from which we will discussed 

at length later in the thesis. The existing literature within this context focuses upon the stability 

of beta, with Literature from Jacob (1971), Blume (1971) Fabozzi and Francis (1978), 

Alexander and Chervany (1980), Bos and Newbold (1984) and many more determined the beta 

variable within the Capital Asset Pricing Model (CAPM) to be time-varying, which is assumed 

to be stable in the traditional estimation. Hereafter, the literature develops into empirical 

research regarding the best technique to capture the time-varying beta element of the CAPM. 

Studies from Brooks et al., (1998) and Faff et al., (2000) and many more examine these 

techniques extensively most of which come to the conclusion the Kalman Filter with a random 

walk possesses the greatest accuracy for time-varying beta. 

Our next empirical chapter addresses the impact of macroeconomic news held towards 

the stock price performance of UK financial institutions. This is strand of the literature that is 
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expanding with research from various authors that we will expand upon later in this thesis 

includes King (2009), Grammatikos et al. (2015), Aʾt-Sahalia et al. (2012), Fratianni and 

Marchionne (2013), Dumontaux and Pop (2013) and Klomp (2013). Within these studies a 

wide range of techniques have been utilised in order to determine the impact news from the 

financial crisis held towards respective equity prices. Across the theme of event studies, the 

relative literature noted before employ a wide range of approaches within their respective 

studies to achieve similar goals. King (2009), Aʾt-Sahalia et al. (2012) and Fratianni and 

Marchionne (2013) apply the traditional event study methodology as set out by MacKinlay 

(1997) within their studies to determine the impact of news. In addition to this methodology, 

Fratianni and Marchionne (2013) extended this methodology through Binder (1998) to apply 

an event parameter approach, whereby the valuation model is estimated over combined 

estimation periods to determine further results of impacting news on bank valuations. 

Grammatikos et al. (2015) undertake a differing approach whereby they apply an EGARCH 

model as given by Nelson (1991). This enables the authors to determine the positive and 

negative innovations news held towards the equity prices through the leverage effect within 

the EGARCH model. Dumontaux and Pop (2013) investigated the collapse of Lehman Brothers 

news impact to the market, whereby they implemented a SUR methodology as given by Zellner 

(1962). The methodology employed enables them to create a system which accounts for 

common modelling issues in time series data such as heteroskedasticity and autocorrelation. 

Klomp (2013) explored a different technique through applying quantile regression methods to 

achieve a similar goal in determining the market impact of government interventions towards 

banks.  

For the fourth empirical chapter we will assess the effects of regulatory announcements and 

volatility of UK institutions. Historical/unrelated literature to our study concerning regulation 

employ similar methodologies as displayed within the third empirical chapter. For example 

Cornett and Tehranian (1990) employ a multivariate analysis via a SUR regression model, as 

given by Zellner (1962). Additionally, other literature from Spiegal and Yamori (2003), which 

concentrated upon the Japanese banking regulation reforms utilised an OLS regression model 

to determine the impact of the reforms. Furthermore, other literature from Larcker, Ormazabal 

and Taylor (2011) utilised the event study methodology to consolidate all the regulatory 

announcements by the Securities Exchange Commission (SEC), state of Delaware and 

government officials towards limiting executive pay and capture the reaction to such 

statements/laws passed. When turning our attention the current strand of literature where this 
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study will feature, there is rather limited existing literature. Schäfer et, al (2015) is the most 

relevant study which addresses the issue of whether reforms have had any measureable effects 

towards the market. The study employs a SUR similar to previous studies concerning this 

strand of the literature.  

 

1.3 Research Objectives 

Since our objective is to investigate the performance of UK financial institutions over 

non-crisis and crisis related periods, this research is aimed at making an original contribution 

to the literature on financial performance, explaining the risk profile, the impact of 

macroeconomic news events and assessing regulatory changes. The first aim is to discover the 

determinants of financial performance within the differing financial institutions. Further to this 

we wish to understand the risk-shifting behaviour patterns of the UK financial institutions over 

time. In order to conduct this research we firstly utilise a panel data regression methodology as 

given by Pasiouras and Kosmidou (2007) and others. This methodology will enable us to 

account for heteroskedasitcity as well as resolve any limited data issues that may arise when 

conducting the research. As the level of undertaking risk plays such a significant role within 

the financial institutions performance level, we will undertake further scrutiny towards this 

variable in order to understand the risk shifting behaviour among the differing financial sectors. 

In doing so, we will adopt the Bai-Perron multiple breakpoint test to identify the structural 

breaks within our dataset, Bai and Perron (1998 and 2003). From applying this test, we derive 

patterns from the asset pricing of financial sectors and are most suited for our aims within this 

section. From there onwards we will then apply Nelsonôs (1991) EGARCH model in order to 

ascertain the varying changes in risk levels that prevailed over time leading to the financial 

crisis of 2007/8 and post crisis era.  

We wish to then explain the risk profile of UK financial institutions from 2000-2012, in order 

to illustrate how the build-up of risk was portrayed by the market through examining the beta 

variable in comparison to general market movements. The goals of this chapter is to determine 

whether beta is time-varying among UK financial institutions, which techniques are most suited 

to determine the time-varying nature of beta and also to determine which financial sector 

possessed the highest level of risk. In order to conduct the research we apply the following 

methods as given by the existing literature above, which are as follows; the rolling regression 

technique first implemented by Fama and Macbeth (1973), Kalman filter with a random walk 
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as produced by Harvey (1993) and Hamilton (1994), DCC-GARCH methodology as outlined 

by Engle (2002), Bivariate-BEKK GARCH model from Engle and Kroner (1995) and the GJR-

GARCH model produced by Glosten et al. (1993). These methodologies will aid us to our final 

goals of answering our hypotheses set, which we be highlighted at length in the thesis.  

Moreover, we outline the necessity to investigate the stock price performance of the 

UK financial institutions during volatile periods and understand market movements to 

macroeconomic news. Firstly, we will apply the event study methodology outlined by 

MacKinlay (1997) as this will identify the cumulative average abnormal returns (CAAR) for 

each sector combined with the type of announcement, which aided/implicated each sector. In 

order to improve further the results we implement a Seemingly Unrelated Regression (SUR) 

model as introduced by Zellner (1962). The SUR model enables us to model data collectively 

as part of a system, which accounts for data modelling issues such as heteroskedasticity within 

time series data, which may be present in stock market data. In order to understand the banking 

sector further we will apply additional variable within a GJR-GARCH model to determine the 

announcement impacts towards the stock price performance.   

Given rise to financial crisis and the significant cost to the government we wish to determine 

the impact regulation held towards the different financial sectors. In addition to this we lastly 

aim to detect whether transmission of information was present within the markets surrounding 

impending regulatory changes. In order to answer these objective we employ the event study 

methodology similar to the third empirical chapter, whereby we generate the CAARs of each 

financial sector in response to regulatory changes. We apply the event study methodology to 

determine the market response of equity prices within the financial sectors. A positive response 

would indicate greater improved market conditions, which would lead to greater demand in 

purchasing equities, creating an upward pressure on equity values. However, a negative 

response in equity prices, suggest there is less risk as a result of increased regulation as this 

hinders the business model certain financial sectors and therefore the regulation is priced  into 

the equity value.  To obtain clearer results, we then apply Nelsonôs (1991) EGARCH model as 

it enables us to model positive and negative innovations which will determine the leverage 

effect of equity prices in response to regulatory announcements. In order to determine whether 

investors were able to predict in-coming regulation changes beforehand we apply a multivariate 

vector autoregressive (VAR) GJR-GARCH model as highlighted by Rahim et, al (2009) and . 

It is a combination of the VAR methodology popularised by Sims (1980) and the GJR-GARCH 

was introduced by Glosten et al. (1993), which is an extension of Bollerslev (1986). This 
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methodology will enable us to identify whether there was evidence of the transmission of 

information in the trading days leading up to regulation changes implemented. 

 

1.4 Research Summary and Structure 

In the subsequent chapter I review the related literature on financial institutions 

performance and as such situate the thesis within the main strand of the literature. By doing so, 

we were able to understand theoretical concepts that have been applied when conducting such 

research towards financial institutions during periods of distress. However, more importantly 

we were able to identify key gaps within the literature concerning studies which collectively 

study the differing UK financial sectors. From highlighting this key gap we hope to exploit it 

and contribute to the literature. We reviewed a number of studies that investigate financial 

crisis literature, the performance of financial institutions, bank risk-taking behaviour, the 

stability of beta and historical financial crisis event studies. In addition to the review on 

financial crisis literature, we also provide a brief review of the relevant studies in each of the 

corresponding chapters that follow.  

To summarise the findings in Chapter 3, we demonstrate economic conditions heavily 

influence the overall financial performance of UK financial institutions. Whereby, during 

prosperous economic conditions enables greater financial performance of the sectors through 

the easing of credit worthiness, which is facilitated by the financial sectors of the economy. 

Furthermore, in the UK there is a concentrated banking sector, with which we confirmed within 

our results market share and concentration contribute significantly towards determining 

financial performance. This extensively relates to the historical context of the banking sector 

within the UK, which has witnessed vast changes over the previous decades. There has been 

an unprecedented quantity of competition entering the market from international banks as well 

as market contestability, which led to vast levels of consolidation.  Among other financial 

sectors with respect to market share we demonstrate the same applies to insurance companies, 

real estate firms and finance companies. Moreover, we exemplify risk has a significant role in 

determining overall financial performance of each sector. From which we extensively reviewed 

the variable of risk through identifying risk shifting behaviour and the drivers of risk. The 

outcome was a mixture of results across the differing financial sector as one would expect.   

In reference to Chapter 4 we assessed the risk profile of each financial sector in the UK. 

The first finding is that we confirm previous literature in terms of beta being a time-varying 



10 
 

variable. Secondly, we find the insurance sector possesses on average the highest level of risk 

via the beta variable over our sample period. As solely market data was utilised in the chapter, 

this overall highlights the market has historically priced added a risk premium to the insurance 

sector against all other sectors. This also contributes to the literature in terms of the sectors role 

in the build-up to the financial crisis, whereby they underwrite the mortgages being sold by the 

banking and real estate sectors. We also find the banking sector ranks second in terms of beta 

variability over time. This highlights their involvement in undertaking risk in the build-up to 

the financial crisis as well as determining their increasing risk appetite during periods of 

economic growth. Lastly, our findings also suggest the highest precision of in-sample 

forecasting is most suited to rolling regression technique in accordance with the Mean Squared 

Error (MSE) over a long-term window, however the Kalman filter demonstrates its superiority 

over a shorter term period.  

 The findings in Chapter 5 highlight the impact macroeconomic news held towards the 

stock price performance of UK financial institutions. We found investors were able to 

distinguish risk levels between depository institutions, which illustrates the markets understand 

of risk exemplified from the banking sector. This was determined through the CDS spreads of 

each of the banks being highly evident against institutions like Northern Rock. Furthermore, 

we found government announcements were just as significant as monetary policy actions to 

the market. For example the nationalisation of Northern Rock was just as significant as the 

quantitative easing programme launched by the Bank of England. Our results also demonstrate 

the non-banking institutions are highly integrated into global markets. This occurred as 

announcements from Western economies and the IMF held a stronger effect within the UK 

with announcements from the Bank of England and Government combined. Lastly, we also 

provided some evidence of announcements from the Federal Reserve, ECB and IMF holding a 

positive impact on UK banking stocks. This suggests they are also integrated into the world 

banking system, whereby UK banking institutions are exposed to international markets. 

When referring to Chapter 6 we concentrated upon regulatory changes. From which we 

find that announcements surrounding Solvency II and higher capital level requirements resulted 

in negative equity returns towards the banking and insurance sectors. The overall interpretation 

from the reaction is founded from the impact these regulatory reforms hold towards the 

operations of the banking and insurance sectors. With regards towards the banks this inherently 

controls their risk exposure levels and therefore restricts their performance as the greater risks 

taking theoretically lead to greater returns. The same can be argued towards the insurance 
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sector also, as Solvency II has a similar theme to restrict risk taking exposure. These two sectors 

are seen as the most pivotal to ensuring economic stability and to avert future crisis periods in 

the future. We also find there is evidence of prior knowledge of regulatory change and 

highlights market inefficiency. We determined the market priced information of regulatory 

announcements from every governing body by at least one sector prior to the release of new 

information. 

Chapter 7 outlines the main findings of the research conducted as outlined above. We 

have enriched the literature by fulfilling a gap upon financial performance of UK financial 

institutions over stable and unstable market conditions. We indicate policy implications for 

many respective bodies due to the depth and scope of the research conducted. We outline issues 

within the research for policy makers to take into consideration when adopting new strategies. 

For example we have provided evidence of inefficiencies within the market, which need to be 

addressed by regulators as well as have provided greater specified knowledge on the 

performance of financial institutions within the UK. Furthermore, we recognise a limitation 

within our data sample, whereby we were unable to include private financial institutions due 

to financial restrictions; as private companies are not required to publish their financial data 

publically. The potential for future research includes including private institutions into the 

sample as well as applying the concept to other economies.  
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CHAPTER 2 

A Review of the Literature  on Financial Crisis and Bank 

Performance 

2.1 Introduction 

Historically, countries have encountered financial crisis of various types ranging from currency 

crisis to the collapse in equity prices and more recently the global economy witnessed its most 

significant financial crisis since the 1930s which morphed itself into the Eurozone sovereign 

debt crisis, which had a resounding effect on the financial system and its financial institutions. 

A financial crisis may be defined as a period of sustained downward adjustment in asset prices, 

which impairs the liquidity of the financial system. This then produces an inability within 

financial institutions, namely banks to advance credit in order to facilitate economic 

development and growth. Kindleberger (2011) points out that a financial crisis and bank failure 

is usually associated with an implosion of asset prices and sharp depreciations of currencies 

and or including declines in real estate prices, while Minksy sees financial crisis as being part 

of the economic cycle, whereby the build-up of confidence among businesses and consumers, 

as the economy expands, creates a demand for widely available credit which results in a credit 

bubble. Credit bubbles have been reflected in many crisis events of recent times, such as the 

Latin American debt crisis (1970s-1980s), the East Asian banking crisis (1997), Japans lost 

decade/s (1990s-2000s) and the US sub-prime crisis of 2007, which led to the global financial 

crisis. 

The tulip mania bubble of 1637 (in the Netherlands), is often used to illustrate the first 

price bubble and is considered the birthplace of financial crisis. This event was the result of a 

speculative craze of tulip bulbs which appreciated in value over time (from 1593 to 1637). 

Prices peaked in January 1637, which led people to sell simultaneously resulting in a dramatic 

decline in price, thus ending the speculative bubble (Garber, 1990). In British history, the first 

bubble was the South Sea bubble of 1720 when a speculative bubble occurred in shares of 

South Sea which attracted vast investment with the promise of high returns to the public. But 

after speculative purchases inflated the stock price of the South Sea company, investors sold 

the stock en mass due to the failure of the stock to deliver the promised high returns, thereby 

ending the bubble (Malkiel, 2007). Since the turn of the 20th century, financial crises have 
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become an increasing occurrence, generally coinciding with economic cycle via credit bubbles, 

an early example of this was the Wall Street crash of 1929 (Santoni, 1987).  

Minsky (1977) and Allen and Gale (1998a), along with other economists, have 

produced theories and models to explain crisis periods. For example, Minsky (1977) put 

forward the financial instability hypothesis to explain credit bubbles as coinciding with the 

economic cycle as confidence increases. Minsky (1977) suggests that financing positions will 

go through three different phases; hedge borrowers, speculative borrowers and Ponzi 

borrowers, while Allen and Gale (1998a) puts forward a three phase cycle approach, noting 

agency problems, along with excessive risk-taking which is adopted by financial institutions 

as financial incentives. The three phases include; financial liberalisation, bubble bursting and 

credit default.  

In this chapter our goal is to situate the research topic of this thesis in its context, with 

particular emphasis on the connection with different strands of the literature. We review these 

branches of the literature in order to highlight the main research questions, and the variables of 

interest. The study of financial crisis and the performance of financial institutions require that 

we draw on the relevant literature that will help us make sense of the changing environment 

within which financial institutions function. In this respect, there are a large number of studies 

that represent this growing literature and our review will highlight these. The chapter is 

structured as follows. Section 2.2 reviews the financial crisis literature, which is followed in 

section 2.3 by a review of econometric studies on financial crisis. Section 2.4 reviews the 

literature on the financial performance of financial institutions, while section 2.5 provides a 

review of studies undertaken on bank risk-taking behaviour. Section 2.6 reviews event studies 

on a number of related themes. Section 2.7 summarises and concludes. 

 

2.2 Financial Crisis Literature  

2.2.1. The Latin American Debt Crisis 

 

The Latin American debt crisis of the late 1970-1980s inflicted large loan losses to the US 

financial sector due to high exposure in the region. Manuel Pastor (1989) shared many theories 

and different perspectives into the causes of the Latin American debt crisis, the origins of which 

has its root in the 1960s when US financial institutions with a large surplus funds sought new 
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clients, which resulted in opening up international capital markets to South America. The new 

availability of credit to Latin America expanded in the 1970s as the supply of loans increased 

to the region. In 1973-1979 private Western banks experienced an increase in deposits from 

the oil rich (OPEC) nations as the exogenous shock of increased oil price materialised due to 

the Gulf war. US banks then opted for asset creation through loans to Latin America in order 

to strengthen their balance sheets with the new influx of deposits. Net external borrowing from 

South America grew steadily from 1977-1982, resulting in increased trade deficits in balance 

of payments.  

Debt accumulation in Latin American countries spiralled out of control, resulting in 

increased interest payments, some as high as 20 per cent. As a result of the mounting debt 

levels, in 1979 credit availability became a scarce resource within the US, leading the banks to 

withdraw loans and/or to close access to international capital markets to Latin American 

countries most affected. Thus, gaining new finances came at higher cost for indebted countries, 

eventually falling into financial distress as higher interest payments and increased default rate 

followed. All of these resulted in a deep financial crisis with Mexico, in particular, signalling 

in 1982 debt repayment problems. The rationalisation that followed from 1977-1982 varies 

from different economic schools of thought, orthodox, radical, structural, due to conflicting 

ideologies.  

Orthodox Economists and the IMF put this down to domestic policy, partial fiscal 

expansion and exchange rate overvaluation during this period (Enders and Mattione (1984), 

Wiesner (1985) and Sachs and Williamson (1985)). Structural economists focus on the impact 

of external factors such as the decline in industrial growth and changing terms of trade. They 

suggest that the policies of Latin American countries may have required corrections in order to 

avert deepening economic conditions (Dell and Lawrence (1980), Diaz-Alejandro (1984) and 

Taylor (1986)). Unorthodox economists claim that aggressive US banks were responsible for 

initiating the crisis by over-lending in order to maintain market share, as shift in credit 

availability shifts shadow, as argued by Minsky (1992) and Kindleberger (2011).  As credit 

became scarce in 1979 the banks collectively withdrew from the market in a panic which, as a 

result, caused the financial crisis to develop as South American countries required short and 

medium term funding that were no longer available, giving rise to debt default or debt 

forgiveness (Felix (1987), and Kindleberger (2011)).  
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2.2.2. 1997 East Asian Crisis  

 

The 1997 East Asian financial crisis affected many countries including South Korea, Indonesia, 

Thailand, Singapore, Malaysia and the Philippines. Differing opinions have been shared for 

the cause of the crisis. Krugman (1999) and Moreno (1999) claim that the root of the crisis was 

due to the weaknesses of the financial system of these countries, in addition to poor 

macroeconomic policies in the region which led to the failure of government guarantees on 

loans, that led to over-lending, thus the loans were ñhiddenò due to rapid economic growth and 

influx of foreign capital. The Alternative view lays blame on the high levels of foreign 

investment and the herding effect from investors to East Asian nations (Radelet and Sachs 

(1998) and Lane et al. (1999)).  The region experienced vast capital inflows with foreign 

investors benefitting from high interest rates as well as corporations gaining large loans from 

the U.S. to fund investments in the late 1980s and early 1990s, which led to economic growth 

in the region. Then ultimately external factors, such as the U.S. recovering from recession in 

the early 1990s, increasing interest rates transpired resulting in a strong U.S. Dollar (USD) as 

well as devaluations of the Japanese Yen and Chinese Renminbi. These factors contributed to 

the declined economic growth of South East Asia as South Korea, Indonesia and Thailand had 

pegged their exchange rates to the USD. This appreciated their currencies and declined exports 

as well as asset values within these nations and as a result of reduced competitiveness in the 

global market. Following this, by 1997 Thailand and surrounding nations suffered speculative 

currency attacks and herding led their currencies to depreciate (By 1998 Thai Baht depreciated 

40%, Indonesia Rupiah 80%, Philippine Peso 37%, Malaysia Ringgit 39% and South Korean 

Won 34%). As the USD strengthened, this inflated debt levels in the region, leading to 

increased deficits, defaults and created a financial crisis. Philippines were less affected as 

macroeconomic conditions were solid through the supervision of the IMF which implemented 

the economy on a sustainable growth path, however did still accumulate losses through 

currency depreciation, which inflicted losses to the asset prices to the Philippines. Singapore 

also recovered very swiftly from this episode due to their banks being more capitalized and 

able to withstand losses incurred from loans as well having capital to sustain speculative attack 

on their respective currency, Corsetti et al. (1998). Furthermore other nations such as Japan, 

Russia and U.S.A also faced the prospect of a global crisis. Japanese banks were already 

suffering from the 1980s asset bubble combined with a stagnant economy, also had large loan 
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exposure, deepening the Japanese economy in 1997 as Japanese banks accumulated capital 

losses.  

 

2.2.3. Japanese Lost Decade 

 

The problem encountered by Japan was as a result of an asset price bubble in 1989 which 

resulted in economic stagnation for the next 10-20 years. This is commonly referred to as the 

lost decade(s). The literature highlights three main factors that contributed to the financial 

crisis; financial deregulation, monetary policy and fiscal policy. The Japanese banks were 

liberated slowly from the mid-1970s onwards from a tight system of regulatory control. The 

deregulation of the Japans financial system allowed banksô to raise capital at a time when they 

were faced with rising costs of capital due to the opening up of international capital markets 

from which they chose to raise new capital.  This was a pivotal factor in the creation of the 

asset price bubble as most banks looked to expand their business by offering real estate loans. 

The over-reliance upon the real estate lending meant that banks overlooked the possibility that 

land prices will not always increase over time and thus should not use such assets as collateral 

(Hoshi and Kashyap (2004)). Since the monetary policy implemented by the Japanese 

authorities was too loose, the Bank of Japan (BOJ) focussed on buying USD in order to resist 

an appreciating yen, as the high trade surplus would only serve to hinder economic growth. 

This expansionary monetary policy resulted in an overheating of the economy, without much 

intervention by the BOJ to tighten monetary policy at a time when asset prices began to rise, 

for the reason that it was more interested in increasing reserves. Fukao (2003) points out that 

had the BOJ taken the necessary early actions the problems it experienced may have had a 

lesser impact on the economy in future years. On the fiscal impact on asset price bubble, 

Japanese tax system favoured debt financed real estate investment up-until the bursting of the 

asset bubble. For example capital gains on land were not realised until the time of sale with 

interest payments being tax deductible for corporations, leading to a large number of real estate 

investments being carried out for tax planning purposes (Fukao (2003)). In addition, the 

financial crisis also had a long lasting impact on the economy due to slow policy response of 

the government, as well as the banks being saddled with non-performing loans which became 

an increasing problem.  
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Throughout the 1980s, Japanese banks and listed companies experienced exceptional 

rates of growth as manifested by the Nikkei Index which was valued at 10,000 in 1984 and by 

1989 at had reached 40,000. Over the same period, land prices to GDP almost doubled with 

commercial prices nearly tripling. These asset values floating in Japan enabled institutions and 

companies to expand their business at unsustainable rates. The levels reached suggest how 

undercapitalized these institutions became after the asset bubble with unrealised capital gains 

from stock and real estate markets disappearing. This forced the BOJ to adopt an expansionary 

monetary policy through a zero percent interest rate to prevent deflation.   

 

2.2.4. 2007/ 8 Sub-prime Crisis 

 

The 2007-2008 US sub-prime mortgage collapse was initiated by rising interest rates following 

a prolonged period of low interest rates and thus low cost of borrowing. It is important to stress 

that most economist viewed this as a credit bubble, which grew due to increasing confidence 

within the financial sector that financial firms could continue to raise new capital through the 

process of securitization. In the build-up to the financial crisis, real estate prices in the US were 

inflating at an abnormal rate due to increased demand and available credit. Banks seeking to 

profit from the favourable conditions lowered their lending criteria for mortgages, resulting in 

many individuals wishing to purchase real estate, thereby creating assets on their respective 

balance sheetsô. As US base rate would eventually increase, the supply of money and credit 

diminished, resulting in a slowdown in economic activity, increased unemployment and a rise 

in borrowing costs which increased default rates leading to a large supply of real estate with 

falling housing prices (supply was greater than demand). The fall in house prices had serious 

implications for US banks and investors in mortgage backed securities, as portfolios were 

collateralized on sub-prime mortgages, resulting in large losses, and with many financial 

institutions requiring bailouts from the US government. Many financial institutions around the 

globe, from Western Europe to Asia, were exposed to institutions such as Lehman Brothers 

and Bear Stearns who had underwritten subprime assets. This resulted in lost capital and the 

ability to raise finances at lower cost as the financial crisis unfolded.  

Many UK banks were also exposed to the US sub-prime market, while UK mortgage 

banks, such as the Northern Rock Bank and HBOS were affected significantly as the financial 

crisis unravelled. For example, the Northern Rock Bank experienced a bank run, raising 
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concerns of possible systemic risk. The events surrounding Northern Rock led to widespread 

financial distress over the financial viability of other UK banksô exposure to US subprime 

lending (Shin (2009)). To prevent the collapse of the bank, the UK government announced that 

it would provide financial assistance to Northern rock. Soon after a number of UK banks made 

their financial exposure known and, as had been feared, quite a number of these would also 

require considerable capital injection from the UK government to keep them afloat and, more 

significantly to prevent a collapse of the UK banking sector. Not too long after the crisis had 

settled, the Eurozone sovereign debt crisis erupted in 2010, partly as a result of the 2008 

collapse as government debt levels increased in order to lessen the impact of the economic 

recession. However by 2011 a number of Eurozone countries required financial assistance that 

would allow them to service debt interest payments.  

 

2.2.5. Contained Financial Crisis Periods  

 

Historically, periods of financial crisis have been averted from impacting the real economy (i.e. 

households and consumption) in countries such as Canada, the U.K, Norway, Sweden and most 

recently Iceland. The UK experienced a small banking crisis in the early 1990s, which pushed 

the UK into recession, which was the result of attempts to sustain macro-economic expansion, 

through monetary policy tightening. Against the declining financial environment small banks 

en mass experienced frailties, which included the failure of 25 institutions. The prompt 

response through providing liquidity and extensive monitoring limited spill-over effects to the 

real economy as confidence was restored and prevented further failures, Logan (2000). The 

Scandinavian banking crisis of the 1990s witnessed swift policy response from Norway and 

Sweden resulted in a short-lived recession. Norwayôs response included brokering mergers of 

two large savings banks and complete nationalisation of Kreditkassen, Fokus Bank and 

Christiana Bank (second, third and sixth largest) (Allen and Gale, (1999)). Also provided 

capital injections to the largest bank (DnB), claiming an 87.5% stake. Swedenôs government 

response was similar, in order to prevent systematic failure through capital injections to keep 

banks afloat, which cost the government an estimated 2% of GDP, Englund (1999). Sweden 

and Norway resumed economic growth, with Fokus Bank re-privatised and saw other holdings 

drop to 50% by 1995. Iceland was one of the first victims of the 2008 global financial crisis as 

a combination of deregulation, foreign investment and over-inflated asset prices. The 



19 
 

consequences led to a banking collapse, which observed the three largest Icelandic banks 

nationalised within a week as Lehman Brothers failed, this prevented Iceland to borrow from 

foreign markets. The consequences led to drastic measures employed by the government as 

banking reforms were implemented in order to resolve debt forfeiting issues. The policy 

responses have foreseen Icelandôs economy resume positive GDP growth by 2011 and ahead 

of schedule debt repayments to the IMF (Fridriksson (2009) and Jackson (2010)). Bordo, 

Redish and Rockoff (2010) highlight Canadaôs banking system has historically not been 

heavily implicated by financial crises. This is due to the structure implemented which allows 

the government to exercise a wrath of intervention when necessary, combined with a tight 

regulatory system. Canada from this tight regulatory control were not impacted from the sub-

prime collapse as their banksô were unable to partake in such high-risk investments, which 

results in little or no exposure as well as not requiring bailouts as witnessed in US and Europe.  

 

2.3 Econometric Literature 

 

We will now introduce a branch of literature concerning the econometric modelling techniques, 

which have improved our ability to understand relationships within time series data beginning 

with Engle (1982).  

Engle (1982) transformed econometrics by enabling researchers to model prices, time 

varying volatility through a new stochastic process known as autoregressive conditional 

heteroskedasticity (ARCH). This revolutionary model allows the conditional variance to 

change over time as a function of past errors leaving the unconditional variance a constant. 

Bollerslev (1986) established the GARCH model (generalized autoregressive conditional 

heteroskedasticity) progressing Engleôs framework. The model enables researchers to capture 

temporal behaviour of many economic variables or macroeconomic time series accurately. 

GARCH is obtained by assuming an autoregressive moving average equation on an observable 

variable (Y), the conditional variance is expressed as a linear function of past squared 

innovations and of its past values. Sentana (1990) extended GARCH through introducing 

quadratic GARCH (QGARCH) model, by allowing any positive quadratic form of the past 

innovations to capture asymmetry in volatility. Nelson (1991) established issues with previous 

models, firstly finding negative correlation, which GARCH model rules out through 

assumption. Secondly, GARCH model impose parameter restrictions that are often violated by 
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estimated coefficients that may disproportionately restrict the dynamics of the conditional 

variance process. The final issue is interpreting whether shocks to conditional variance persist 

or not is difficult in GARCH models, because the usual normal measuring persistence often do 

not agree. Nelson addressed the errors through the exponential GARCH model (EGARCH), 

via a linear independent variable. This model accounts for positive and negative shocks of 

equal size to have different impacts on volatility, also EGARCH places no restrictions upon 

the parameters. This is an important differential in comparison to the traditional GARCH 

model, as interpreting EGARCH result produces clarity. However Engle and Ng (1993) 

discredit EGARCH as their study suggests there is evidence that the variability of the 

conditional variance implied is too high, but does capture most asymmetry. Higgins and Bera 

(1992) introduced the nonlinear ARCH (NARCH) which can accurately model financial time 

series data such as exchange rates through a nonlinear functional form for the conditional 

variance of an ARCH. The NARCH model is a result of research by Hsieh (1989) and 

Scheinkman and LeBaron (1989) exposed weaknesses of GARCH. As they are not adequate 

to comprehend exchange rates as well as provided evidence that volatility in stock market data 

cannot be captured completely by linear ARCH. Engle and Ng (1993) extended NARCH 

framework by generalising it to nonlinear GARCH (NGARCH) through including Box-Cox 

transformations of lagged dependent variables. NGARCH can determine how news impacting 

events are incorporated into volatility estimates. Glosten, Jagannathan and Runkle (1993) 

created the GJR-GARCH model to sanction seasonal patterns in volatility. The model allows 

positive and negative fluctuations in returns to impact differing conditional volatility, when 

applied to the Japanese crash (1987), the model presented a greater impact on volatility in 

comparison to other models. Zakoian (1994) devised the threshold GARCH (TGARCH) model 

to accommodate for different reactions of volatility to different signs of lagged errors, 

achieving stationarity within the data. TGARCH differentiates by offering the conditional 

standard deviation a piecewise linear function of past values of white noise. This sophisticated 

approach is effective when modelling the asymmetric relation between volatility and past 

returns. 
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2.4 The Performance of Financial Intermediaries 

 

The financial sector is important not only for the allocation of capital, financial intermediation, 

but crucially the transformation of savings into investments of various kinds. In these respects 

banking activities, in particular, is seen as being very important in affecting productivity and 

economic growth. It is perhaps for this reason why the analysis of the performance of financial 

institutions such as banks has been the subject of much empirical investigation which has 

resulted in a growing literature. One of the most important studies is the work of Gilbert (1981) 

who examined the performance and profitability of the banking sector using an approach that 

takes into account 56 market structures in order to determine the most appropriate method of 

estimation. In arriving at his conclusion, Gilbert raises questions concerning regression 

equations in the earlier studies of Whitehead (1977), Harvey (1979), Rhoades (1977) and 

Savage and Rhoades (1981) where the average interest rate on loans is the dependent variable, 

and the independent variable include the ratio of loans to deposits, as well as market structure 

measures. Gilbert note that the inclusion of the ratio of loans to deposits as an independent 

variable creates an issue of bias in the coefficient of market concentration which tended toward 

zero, since some of the influence of market structure is captured in the loan to deposit ratio. To 

overcome this bias within the equation he suggest specifying a demand function of bank 

customers, and a supply functions of banks and to derive a reduced form equation between a 

set of performance variables and a measure of market structure. Overall Gilbert conclude that 

the most accurate studies and estimation procedures find significant influence of market 

structure on measures of bank performance. Smirlock (1985) sought to investigate the 

interrelationships between banking profits, market share, and market concentration using 

simplistic approach that differed from the study of Gilbert (1981). The method applied 

estimates a cross-sectional profit regression equation that include market share and market 

concentration as independent variables. The regression Equation is of the following form: 

 

“ ‌ ‌ὓὛ ‌ὅὙ ‌ὓὛὅὙВ ὥὤ               (2.1) 

 

where: “ is the profit measure, ὓὛ, market share, ὅὙ, market concentration, ὓὛὅὙ, an 

interaction term defined as MS multiplied by CR and ὥὤ, a vector of additional control 
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variables known as Total market deposits (MKTDEP), the percentage of market growth 

(MKTGROW), the ratio of demand deposits to total deposits (DDTODEP), total bank assets 

(ASSETS), The effect of holding company affiliation (INDEP) and the law as applied to 

multibank holding companies with a value of 1 if the bank is located in a state that allows 

multibank holding companies and zero otherwise (MULTI). Smirlockôs (1985) findings 

indicate that when market share is positively and significantly related to profitability, market 

concentration does not explain bank profitability.  

Bourke (1989) and Molyneux and Thornton (1992) investigated the concentration and 

determinants of profitability amongst international banks with Molyneux and Thornton (1992) 

solely focussing on European banks. The methodological approach taken shadows by 

Molyneux and Thornton mirrors Bourke (1989) through estimating a linear equation, 

regressing independent variables such as; government ownership; concentration ratio; 10 year 

bond rate in given country; money supply; capital and reserves per cent of total assets; cash 

and bank deposits of total assets; CPI of given country and staff expenses as per cent of total 

assets. Bourke (1989) produced conflicting results to Smirlock (1985) and provide evidence 

concentration was positively related to profitability and explains this through achieving 

statistical significance. Bourke (1989) also demonstrates money supply, the 10 year bond rate 

and inflation are positive influences towards profitability. Results from Molyneux and 

Thornton (1992) are in line with Bourke (1989) in many respects, such as finding a statistically 

significant relationship between return on capital and concentration. In addition, capital ratios 

and nominal interest rates are found to be positively related to profitability, which confirms 

Bourkeôs (1989) study. Molyneux and Thornton (1992) discovered two conflicting results from 

Bourke (1989) which are government ownership and staff expenditure have a positive impact 

on profitability instead of a negative as found in Bourke (1989).  

Molyneux and Forbes (1995) is a closely related study which focuses on structure and 

performance in European banking by testing the structure-conduct-performance hypothesis and 

the efficiency for the period 1986-1989. The methodology opted for a cross-sectional profit 

regression formula as exemplified in the regression below.  

 

“ ‌ ‌ ὅὙ ‌ ὓὛ ‌ ὅὃὖὃὛὝ‌ ὒὕὝὕὈὉὖ‌ ὃὛὛὉὝ 

‌ ὋὕὠὝ            

                     (2.2) 
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where: “, bank iôs profits measured as the return on assets, ὅὙ, concentration ratio in market 

j, ὓὛ, market share, ὅὃὖὃὛὝ, capital-to-asset ratio, ὒὕὝὕὈὉὖ, loans to deposits ratio, 

ὃὛὛὉὝ, total assets of bank i and ὋὕὠὝ, a binary value equal to 1 if government owned 

(central or local) or 0 if otherwise. 

Molyneux and Forbes (1995) draws upon the market share to yield a negative 

coefficient and not statistically significant to profitability which conflicts Smirlockôs (1985) 

original finding. However, they provided evidence to support the structure-conduct-

performance hypothesis as well as government ownership to have a positive and statistically 

significant relationships against profitability, which is in line with Bourke (1989) and 

Molyneux and Thornton (1992). Additionally, Molyneux and Forbes (1995) demonstrate total 

assets to have a negative relationship towards profitability but also finds capital asset ratio to 

be positively related to profitability.  

The work of Berger (1995) differs from previous studies in that it makes use of variables 

that have been excluded in previous studies. The method applied takes the following form: 

  

“ ὪὅὕὔὅȟὓὛȟὢ ὉὊὊȟὛ ὉὊὊȟὤ ‭                (2.3) 

 

where “, profit, is denoted as return on assets or return on equity, ὅὕὔὅ, concentration from 

Herfindahl index, ὓὛ, market share of market deposits, ὢ ὉὊὊ, x-efficiency - ratio of the 

smallest nine year average multiplicative cost function residual of banks in the same 

competitive environment to the banks nine year average residual, Ὓ ὉὊὊ,  scale efficiency ï 

a ratio of predicted unit cost for a scale efficient firm with the same product mix and input 

prices to the bankôs predicted unit cost, ὤ , a vector denoted for control variables and ‭ , an 

error term. The reported findings highlight market share and x-efficiency as having a positive 

and statistical association with bank profitability.  

Demirgüç-Kunt and Huizinga (1999) examine the determinants of profitability by 

applying the following regression model: 
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Ὅ ‌ ‌ὄ ‍ὢ ‎Ὕ ὅ‏ ‐                (2.4) 

 

where Ὅ  denote the profit variable (net interest margin) for bank i in country j at time t, ὄ  

is a vector for multiple bank characteristics of bank i in country j at time t, ὢ  a vector of 

characteristics for country j at time t, Ὕ and ὅ, a time and country dummy variables and ‐  

is a white noise error term. Demirgüç-Kunt and Huizinga (1999) findings suggest there are 

many positive and negative relationships towards profitability. For example, concentration 

ratio, capitalisation, international owner, higher stock market capitalisation to GDP ratio, 

inflation, GDP and real interest rates are found to have statistically significance. These results 

suggests banks are able to convert higher market share through concentration and experience 

greater profitability due to lack of competition. International ownership enables banks to raise 

capital levels much cost-effective and as a result increase profit margins and profitability. In 

terms of the macroeconomic factors, banks are able to convert favourable economic conditions 

into greater profitability as banking sector funds growth through increasing loans as well as 

manage interest rates and inflation efficiently. The negative aspects towards profitability found 

within this literature are high non-interest earning assets; banks that rely on deposits for 

funding; Banks operating in industrial countries are also less profitable which is perceived to 

be due to lack of technology implementation. The reserve requirements are found to depress 

profitability as banks are required to hold liabilities and also concludes law variables with 

higher contractual agreements has a negative impact towards margins and profit. Abreu and 

Mendes (2001) furthered the research within this field and replicated the methodology of 

Demirgüç-Kunt and Huizinga (1999). Abreu and Mendes (2001) find as capitalization, interest 

rates and market share are found to be determinants of profitability, which is consistent with 

Demirgüç-Kunt and Huizinga (1999). The contradictions raised from Abreu and Mendes 

(2001) is inflation to be negative, which means banks costs are higher than revenues when 

inflation occurs. Other conclusions included loan-to-asset ratio has a positive impact on interest 

margins and profitability. Lastly, Abreu and Mendes (2001) conclude unemployment rate to 

have a positive influence on bank profitability and the exchange rate has no impact on 

profitability.  

Goddard et al. (2004a) applied a pooled cross-sectional time series model, as well as a 

dynamic panel model using the generalized methods of moments (GMM) to determine the 
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profitability of European banks (in a sample that include Denmark, France, Germany, Italy, 

Spain and the UK) over the period 1992-1998. The model employed is as follows: 

 

“ȟ Ὢ“ȟ ȟίȟȟέȟȟὧȟὨȟȟὨȟ                  (2.5) 

 

where “ȟ  is the profit of bank i in year t measured using return on equity, ίȟ the natural 

logarithm of total assets in ú, έȟ the nominal value of off-balance sheet business, ὧȟ CAR for 

bank i, Ὠȟ, a dummy variable taking a value of 1 for savings bank,  and 0 otherwise, and Ὠȟ 

a dummy variable taking a value of 1 for cooperative bank, and 0 otherwise. The reported 

findings confirm the need for further investigation into the size-profitability relationship as the 

results are inconclusive and consistent with previous research in this area. Furthermore, their 

results suggest that off balance sheet activities play a role in the determinant of profitability. 

Although Goddard et al. (2004a) report a positive relationship between capital-asset ratio and 

profitability, from the countries examined they found little to no evidence of any systematic 

relationship between ownership type and profitability as German saving and co-operative 

banks appear to be significantly less profitable in comparison to German commercial banks.  

 Goddard et al. (2004b) used the following VAR model to estimate the dynamic 

panel interactions between firm growth and profitability using 583 banks accounting data from 

the 5 largest EU countries (e.g., France, Germany, Italy, Spain and the UK) over the time period 

1992-1998: 

 

“ȟ ‌ȟȟ ‌ȟ“ȟ ‌ȟὫȟ ‍ᴂὼȟ όȟȟ              (2.6) 

 

where “ȟ is the profit rate denoted as return on equity of bank i in year t, Ὣȟ  the logarithmic 

growth of bank i between years t ï 1 and t, ὼȟ, a vector of control variables that include the 

value of off-balance sheet activities, capital-to-asset ratio, liquidity ratio (liquid assets to total 

assets), bank iôs market share, banking sector Herfindahl index for country j and GDP annual 

growth, ‌ȟȟ individual bank effects and  όȟȟ, a disturbance term. The findings of Goddard 

et al. (2004b) confirm the results of Molyneux and Forbes (1995) that there is no cross-sectional 
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relationship between size and growth, while also reporting a positive relationship between 

concentration and profitability. The findings also suggest that banks that maintain a high 

capital-asset ratio or a high liquidity ratio are likely to be more profitable, but report little 

evidence of a relationship between x-efficiency and profitability.   

 Pasiouras and Kosmidou (2007) also contribute to the literature by investigating the 

determinants EU countries bank profitability over the period 1995-2001. Using return-on-

assets as the main profit measure, along with variables such as stock market capitalization to 

GDP, stock market capitalization to assets of deposits and assets of deposits money banks to 

GDP, they estimate the following balanced panel regression model: 

  

ὤ  ὦ ὦ ὉὗὃὛὅὕὛὝ ὒὕὊὟὔὈὛὍὤὉ ὦ ὍὔὊ ὋὈὖὋὋὙ

ὅὕὔὅ ὃὛὛὋὈὖὓὃὅὖὃὛὛὓὃὅὋὈὖ                                                           (2.7)        

 

where; ὤ  is the dependent variable that represents Return on Assets, EQAS  is the equity to 

assets ratio, a measure of capital adequacy. High capital asset ratios are assumed to be 

indicators of low leverage and therefore low risk. COST is the cost-to-Income ratio which 

provides information on the efficiency of bank management regarding expenses relative to the 

revenues it generates. Higher ratios imply less efficient management. LOFUND is the ratio net 

loans to customer and short-term funding. Higher figures denote lower liquidity. SIZE is the 

total assets. INF is the annual inflation rate.  GDPGGR is GDP Growth. ASSGDP is the ratio 

of the total assets of banks divided by the GDP. MACPASS is the ratio of stock market 

capitalization to total assets and MACGDP is the ratio of stock market capitalization to GDP. 

The results are broadly in line with the finding of Kosmidou et al. (2005) who report a banksô 

equity-to-assets ratio has having a positive impact on profitability. The results also reveal that 

the macroeconomic variables in the model have a positive influence on profitability, though 

variables such as the cost-to-income ratio and bank size have a negative impact on bank 

profitability, which supports findings of Kosmidou et al. (2006). We should note that stock 

market capitalization to GDP and stock market capitalization to assets of deposits have 

significant and positive impact on profitability, but interestingly assets of deposits money banks 

to GDP is negatively related to profitability.  
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Where UK real estate companies are concerned, very little research have been carried 

out on their performance. Lizieri and Satchell (1997) using a Threshold Autoregressive model 

(TAR) explored how changes in the rates of interest affect the performance of UK estate 

companies in order to determine whether the real estate sector is sensitive to the economic 

cycle of the UK, particularly at the peak of economic activity when property prices are expected 

to rise as a result of demand pressures. The estimated model is as follows: 

 

Ўὣ ὥ ὦὣ „Ὡ if ὤ ‐Ὑ                            (2.8) 

 

where Ўὣ measures the change in price of the property index, i = 1, 2, ὥ, ὦ and „ are the 

parameters associated with regimes Ὑ and ὤ, and Ὡ is as an error term. The findings suggest 

that property company prices are sensitive to interest rate fluctuations, as well as being non-

linear. Furthermore, the impact of high interest rates tends to correspond to lower prices and 

vice versa for lower interest rates. However, when interest rates are low the upward pressure 

on prices is far greater and result in greater volatility in comparison to a high interest rate 

regime.  

In his investigation of the determinants of UK real estate returns, Kohlert (2010) applied 

a Vector Error Correction Model (VECM) in order to identify the long-run relationships among 

returns and economic variables as well as short-term corrective behaviour. The model is 

expressed as follows:  

 

Ўώ Ὠ‏ ‌‍ᴂώȟ В †Ўώȟ ‐               (2.9) 

 

When; i = 1,é N; t = ὴ + 1, ὴ + 2,é, T. Which becomes cross-sectionally estimated as 

follows: 

 

Ўώ Ὠ‏ ‌‍ᴂώȟ В †Ўώȟ ‐ for t = 1, 2, é, T.           (2.10) 
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where; Ўώ  is the changes in each dependent variable (Total return, GDP, total investments 

and unemployment growth) i at time t. ‏ is a parameter, Ὠ illustrates a vector of deterministic 

components and ὴ is the lag order for the VAR process. ‌ and ‍ᴂ are both matrices of full 

column rank, with †  accounting for unknown matrices and ‐ is defined as an error term. 

Kohlert (2010) showed that the observed economic variables have a strong long-run 

relationship with total return, and further that the relationships are casual and running from the 

economic variables to total return. The results also reveal the existence of a short-term causal 

relationship between total investment, total returns and total returns adjusting to long-term 

disparities resulting from changes in the variables.  

In his study of corporate governance mechanisms within the UK real estate sector, Ke 

(2015) sought to identify the determinants of the discount to net asset value, with the net asset 

value chosen as the dependent variable so as to capture the underlying value of the property 

portfolio, which is Ke (2015) definition for performance. The panel regression model 

implemented is as follows: 

 

ὈὍὛȟ
ȟ ȟ

ȟ
ρππϷ  

ὈὍὛȟ ‍ ‍ὛὍὤὉȟ ‍ὈὉὄὝȾὃὛὛὉὝȟ ‍ὝὙὃὈὍὔὋȟ ‍Ὕὃὢȟ ‍ὙὉὍὝȟ

‍ὌὝὣὖὉȟ ‍ὍὔὝὉὙȟ ‍ὓὃὙὑὉὝὈὍὛȟ ‍ὙὍὛὑȟ ‍ ὙὉὝὟὙὔȟ ‍ ὃ

ὄὛὖὙὉὃὈȟ ‍ В ὅὋὓȟ ‍ ὣὉὃὙȟ Ὡ           (2.11) 

 

where ὈὍὛȟ is  the discount or premium of a listed property company i at time t. ὔὃὠ is the 

net asset value per share of the company and ὖ is the share price of property company. ‍ is a 

parameter coefficient, ὛὍὤὉ the natural logarithm of total assets value, ὈὉὄὝȾὃὛὛὉὝ is the 

ratio of total debt to total assets, ὝὙὃὈὍὔὋ is the properties held for sale as a percentage of 

total assets. Ὕὃὢ is the contingent liability to pay tax on capital gains as a percentage of total 

assets, ὙὉὍὝ is a dummy variable used to capture if the company is a real estate investment 

trust with a value of 1, and 0 otherwise. ὌὝὣὖὉ is explained by the Herfindahl Index, ὍὔὝὉὙ 

is a dummy variable if the company invests across border. ὓὃὙὑὉὝὈὍὛ is a property sector 

average discount, ὙὍὛὑ is measured by the standard deviation of stock prices, ὙὉὝὟὙὔ is 

computed as the average daily stock return over the preceding three years. ὃ ὄὛὖὙὉὃὈ is 
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the difference between the ask price and bid price. ὅὋὓ is a measure of corporate governance 

variables, ὣὉὃὙ is a dummy variable for 2008-2013 which equal 1, and 0 for other years, and 

Ὡ is an error term. The findings indicate that debt-to-asset ratio, tax, risk, market sentiment, 

the ask-bid spread and internal ownership contribute positively to the NAV, and that there is 

also a negative correlation between NAV and the size of real estate firms, share price and 

focused property portfolio.   

Studies that examine the performance of UK investment trusts define performance from 

a market perspective with much emphasis on portfolio performances. Fletcher (1995) examined 

the selectivity and market timing performance of UK investment trusts, using the CAPM with 

additional terms to capture selectivity of portfolio performances. The findings indicate a 

divergence between timing and selectivity performances. Leger (1997) also examined the issue 

of performance and timing selectivity of UK investment trusts portfolios using the CAPM 

model to capture selectivity and the predictability of returns. The model is as follows: 

  

ὶ ὲ ὲὶ ὲὶ ‫                           (2.12) 

 

where; ὶ  and ὶ  measures the returns of the portfolio and the market in excess of a risk-free 

rate while ὲ measures selectivity. When a manager is able to predict fluctuations in the market, 

the implied systematic risk is correlated with ὶ , entailing a positive value of ὲ and ‫  is 

an error term. The result of abnormal performances is found to be weak indicators of selectivity 

and timing with very little persistence. Bangassa (1999) also investigate the selectivity and 

timing performance of investment trusts companies in the UK. The approaches follows the 

work of Jensen (1968), Treynor and Mazuy (1966), Henriksson (1984), Connor and Korajczyk 

(1991) and Fama and French (1992). The results indicate that investment trust managers are 

non-existent within their market timing positions, with evidence of unfavourable perverse 

timing. Elyasiani and Jia (2011) also examine the persistence of portfolio performance of 

closed-end funds using 1, 3 and 4 factor models in order to discover the determinants of 

performance. The model adopted for this purpose is as follows: 

 

 Ὑὃὖ ‏ ὓὝ‏ὛὖὙὉὃὈ‏  ὒὃὋὈὣὲ          (2.13)‏ὒὃὋὙὃὖ‏
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where Ὑὃὖ is the risk-adjusted performance, ‏ denotes a coefficient parameter, ὛὖὙὉὃὈ is 

the bid-ask spread, ὓὝ defines momentum, ὒὃὋὙὃὖ is defined as the lagged risk-adjusted 

performance, ὒὃὋὈὣ captures the lagged dividend yield and ὲ is an error term. Their results 

demonstrate that closed end funds cannot beat the market persistently under all methods. In 

terms of the determinants of performance, Elyasiani and Jia (2011) note that the lagged 

dividend yields as a main driver of performance.  

We should also add that our review of the literature has uncovered only a few studies 

that that examine the performance of insurance companies and to the best of our knowledge 

there is no literature that has to date examined the financial performance of finance companies.   

 

2.5 Bank Risk-Taking Behaviour 

In seeking to maximise profit, financial institutions are invariably exposed to various types of 

risk, some of which if not properly hedged will result in financial losses. Thus it is necessary 

to examine the extent to which the risk-taking of financial institutions over time affects their 

performance. In regard to risk, Koehn and Santomero (1980) examined the relationship 

between capital and risk by measuring the impact of regulation on portfolio risk-taking. The 

model used in this study presents capital regulations as serving to restrict a banks opportunity 

sets and shows why the ratio regulation fails to reduce risk taking. The model, which borrows 

from the quadratic programming insights of Merton (1972) is as follows:  

 

ρȾςВ В ὼὼ„ ‗Ὁ for all ‗, 0 Ò ‗ Ò Ð             (2.14) 

 

Subject to: 

ρ В ὼ  

ὼ ρ   

With: 

Ὁ ὼὙ В ὼὉ  

where Ὁ is the expected return on the ith asset, ὼ is the percentage of equity value calculated 

from the total portfolio value invested in the ith asset i = 1, 2, ...,n. „  is the covariance of 

returns between the ith and the jth assets and the variance of return on the ith asset is „ „ . 
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Kim and Santomero (1988) assumed that the variance-covariance matrix is positive-definite. 

Ὁ and „  are the expected returns and variance of return per unit of capital on the bank 

portfolio. ὼ is the percentage of capital held in the negative asset (deposits) paying the risk 

free rate R, and ‗ is the real trade-off between variance and expected return at any point on 

the efficient investment frontier i.e. ‗ Ὠ„ȾὨὉ. The leverage of the bank is constrained by 

c. The results show that it is possible that regulatory efforts to control risk taking through capital 

ratio regulation may increase the probability of failure for some institutions. Kim and 

Santomero (1988) also distinguish between bank capital regulation and risk using a utility 

maximizing mean-variance approach. In fact, the study presents a new risk-related capital 

model which builds on the earlier framework of Koehn and Santomero (1980) by placing bank 

assets into several risk categories and assigning a risk weight to each category to determine the 

minimum equity capital that should be maintained against it. The findings show that capital 

ratio regulation is an ineffective approach to control the banking system, primarily because it 

ignores individual bank preference structures, while at the same time allowing risky banks to 

evade restriction through leveraging. The results also suggest that bank risk weights depend on 

three factors; the expected returns, their variance-covariance structure and the upper bound on 

the allowable insolvency risk regulators require.   

Saunders et al. (1990) investigate the relationship between bank ownership and risk-

taking by hypothesising that stockholder controlled banks are riskier than managerially control 

banks during times of deregulation. The model used is as follows: 

 

ὙὍὛὑ‌ ‌ὖὙὕὖ ‌ὑὃ ‌Ὂὃὃ ‌Ὕὃ ό             (2.15) 

 

where ὙὍὛὑ, which is one of seven different capital market risk measures 

(„ȟ„ȟ‍ȟ‍ȟ„ȟ‍ ÁÎÄ ‍Ȣ) for bank i in year t. ὖὙὕὖ the percentage of stock owned by 

officers and directors in bank i in year t. ὑὃ the book value of capital-assets ratio of bank i in 

year t. Ὂὃὃ the ratio of fixed assets to total assets (operating leverage) of bank i in year t. 

Ὕὃ the total assets of bank i in year t, and ό  an error term. Their findings conclude that 

stockholder controlled banks exhibit significantly higher risk-taking behaviour than 

managerially controlled banks for a given sample period of deregulation. Shrieves and Dahl 

(1992) also examined empirically bank behaviours with respect to observed changes in capital 

and risk to determine whether theoretical arguments support changes within these variables. 
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The approach used the changes in both capital and risk with endogenous and exogenous 

components and with clear focus on the determination of discretionary changes in risk as 

follows: 

 

ЎὙὍὛὑȟ ὧ ὧὒὔὛὍὤὉȟ ὧὄὌὅȟ ὧὙὉὋȟ ὧЎὅὃὖȟ ὧЎὔὕὔȟ

‍ὙὍὛὑȟ Ὗȟȟ                 (2.16) 

 

where: ȹRisk is a change composite risk index calculated by weighted sum of assets divided 

by total assets. LNSIZE, the natural log of total assets to capture size, REG, regulatory cost, is 

a binary variable that reflects the degree of regulatory pressure. CAP, the capital ratio, NON, 

non-performing loans which is captured by loan loss provision. BHC, bank holding company 

which captures potential organizational effects, a binary variable, Risk, a composite risk index 

calculated by weighted sum of assets divided by total assets, and j,t ï j identifies bank, and t 

the time period. The findings indicate the statistical significance between all variables in at 

least 1 of the 3 models tested. The results also suggests that multibank holding company 

affiliation status significantly negatively impacted target capital levels, while also influencing 

target risk levels positively. Shrieves and Dahl (1992) conclude that risk exposure and capital 

levels are simultaneously related to one another and that the majority of banks in their sample 

mitigate the effects of increases in capital levels by increasing risk and vice versa. The findings 

also show that theoretical models that include leverage and risk-related cost avoidance and 

managerial risk aversion of capital structure and risk-taking behaviour in commercial banks 

are consistent. In contrast, Angbazo (1997) show that bank size had no effect on overall target 

capital levels, though this was inversely related to target capital levels for banks with total 

capital ratios less than 7 per cent. Although this finding report a positive association between 

capital and risk, it also reveals that banks with low capital levels will increase capital levels as 

risk increases. Iannotta et al. (2007) also shed light on ownership affecting banks asset quality 

and risk-taking behaviour by making use of two models to identify profitability and risk as 

follows (profitability): 
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ὖ ‌ ‍ὕὛ ὣὩὥὶ‗ὅέόὲὸὶώ†ὋὈὖ  ‎ὅ‏ ‐           (2.17) 

 

where ὖ   is the observed performance for the jth bank at year t, ὕὛ  a vector of ownership 

structure variables, ὣὩὥὶ a vector of time specific dummy variables, ὅέόὲὸὶώ a vector of 

country specific dummy variable, ὋὈὖ the annual growth rate, ὅ  a vector of control 

variables, ‌ȟ ‍, ‏, ‗, †, ‎,  are the regression coefficients, and ‐ an error term (risk): 

 

ὒὕὃὔὒὕὛὛ‌ ‍ ὣὩὥὶ‗ὅέόὲὸὶώ†ὋὈὖ  ‎ὅ‏ ‐          (2.18) 

 

where ὒὕὃὔὒὕὛὛ ï the observed value for the variables LOANLOSS for the jth bank at year 

t 

The findings of Iannotta et al. (2007) showed that public sector banks have poorer loan 

quality and higher insolvency risk than other types of banking institutions, which is consistent 

with the existence of government guarantees which allows public sector banks to avoid the 

indirect costs. However, the study shows that Mutual banks have superior loan quality and 

lower classified asset risk than both private and public sector banks, which supports the finding 

of Saunders et al. (1990) as managerial ownership banks are found to benefit from better 

customer relations. Laeven and Levine (2009) also examined the issue of bank risk-taking 

behaviour and ownership structure by applying a regression model with clustering at country 

level. The formulated model differentiates itself from previous studies by including multiple 

independent variables while quantifying bank risk through their z-score. The model is 

expressed as follows: 

 

ὤȟ ‌z ὢȟ ‍ ὅzὊȟ ‎z Ὑ z‏ ὅὊȟ Ὑz όȟ           (2.19) 

 

where ὤȟ is the Z-score of bank b in country c, ὢȟ a matrix of bank level control variables, 

ὅὊȟ the cash flow rights of bank b in country c, Ὑ country level bank regulations, όȟ the 

error term, and ‌, ‍, ‎ and ‏ are vectors of the estimated coefficients. Once the regression is 

performed, a simultaneous equation system was derived to allow for the joint determination of 
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risk and valuation. Although issues of biasness within the model could arise as high risk banks 

might form concentrated ownership structures if diffuse shareholders have difficulty 

monitoring risky investments. The problem of biasness was addressed by using a variety of 

strategies to minimise biasness with all strategies yielding the same conclusion. Results from 

the study suggest that banks with more powerful owners tend to take greater risks which 

supports Saunders, Strock and Travlos (1990). Laeven and Levine (2009) conclude that 

shareholders have stronger incentives to increase risk than non-shareholding managers and debt 

holders, while large owners with substantial cash flows have the power and incentives to induce 

the bankôs managers to increase risk-taking behaviour. These results support also the findings 

of Koehn and Santomero (1980) who note that capital ratio regulation may actually increase 

the probability of failure for some institutions. 

Fortin et al. (2010) examine three factors which they consider influence risk-taking by 

bank managers; ownership structures, executive compensation and governance. Their study 

differs from previous studies in that they combine these influences into a model that accounts 

for risk-taking prior to the global financial crisis of 2007. The model developed accounts for 

83 depository institutions with share return as risk (dependent variable), which is estimated as 

the standard deviation of daily share return. The independent variables account for CEO salary, 

options granted to the CEO, institution size, corporate governance index, equity-to-total assets 

ratio, ownership, regular shareholders and bonus payment to CEO. The model is represented 

as follows: 

 

ὙὭίὯ

ὪὛὭᾀὩȟȟὅὬὥὶὸὩὶȟȟὅὥὴὭὸὥὰȟȟὋέὺȟȟὕύὲȟȟὄὰέὧὯȟȟὛὥὰὥὶώȟȟὕὴὸὭέὲȟȟὄέὲόίȟ   

        (2.20) 

where ὙὭίὯȟ  is the standard deviation of daily share returns for firm i at time t + 1, ὛὭᾀὩȟ 

the natural logarithm of total assets, ὅὬὥὶὸὩὶȟ  the market-book ratio, ὅὥὴὭὸὥὰȟ  the equity-

assets ratio (which is a measure of bank capitalization), Ὃέὺȟ the corporate governance index, 

ὕύὲȟ the percentage of common shares owned by inside directors, ὄὰέὧὯȟ the percentage of 

common shares owned by outside block-holders, Ὓὥὰὥὶώȟ the base salary paid to the CEO 

scaled by the natural log of total assets, ὕὴὸὭέὲȟ the total value of options granted to the CEO 

scaled by the natural log of total assets and ὄέὲόίȟ the total value of bonuses paid to the CEO 
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scaled by the natural log of total assets. The findings from this study show that bank CEOs 

with greater power (through share ownership or other corporate governance) take less risk, 

while bank CEOs, who are paid higher base salaries also take less risk. However bank CEOs 

who are paid more in bonuses or in stock options take more risk. The study also finds that weak 

capitalized banks (where ownership is by outside investors) are associated with greater risk-

taking activities, which is consistent with Sullivan and Spong (2007) in the sense that bank 

managers are generally more risk adverse than outside shareholders.   

 

2.6 Time-Varying Risk 

 

The issue of time-varying risk has received much attention in the finance literature, with the 

majority of empirical research utilising the Capital Asset Pricing Model (CAPM). Within the 

framework of the CAPM Beta is assumed to be constant through time, which has been reputed 

by Blume (1971), Fabozzi and Francis (1978), Alexander and Chervany (1980), Bos and 

Newbold (1984) and Faff et al. (1992) all of conclude that beta is time-varying. The empirical 

insights of the approaches used are flexible enough to lend themselves to various applications. 

One such approach which lends itself to our investigation is the rolling regression method 

utilised by Fama and Macbeth (1973), which utilises the market model with adjustments to the 

length of the window when computing the desired beta series. The rolling regression window 

is then estimated as follows: 

 

ὸ ύ ρ ὸ When ‍ = COV(Ὑ,Ὑ )/VAR(Ὑ )              (2.21) 

 

where w is the length of the window and t is simply time. The process is continued until the 

series one desires for is reached. Schwert and Seguin (1990) study demonstrates the ease by 

which a time-varying beta model can be created by incorporating the market model which 

accounts for heteroskedasticity, through obtaining a conditional time-varying beta series as 

follows:  
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Ὑ ‌ ‍Ὑ ‍ ‐ ; ‍ ὦ                        (2.22) 

 

where Ὑ  is the return on security i and time t, ‍Ὑ  is a constant beta multiplied by the return 

on the market. ‍  is defined as the conditional time-varying beta as obtained via the 

GARCH(1,1) estimation. ‐ is denoted as the error term.  

State space models otherwise known as Kalman Filters were proposed by Harvey 

(1993) and Hamilton (1994). The Kalman filter procedure is a powerful recursive algorithm 

that generates a time-varying beta series. The state space model is able to create the series 

through two equations. Firstly the observation equation which is the market model, and second, 

via a transition equation. These two equations are then able to create a dynamic system which 

produces a conditional beta which can be characterised in three forms. First a mean reversion 

model: 

‍ †‍ ‍ ‍ ὺ                (2.23) 

Random Coefficient: 

‍ ‍ ὺ                  (2.24) 

Random Walk: 

‍ ‍ ὺ                  (2.25) 

 

where † is a parameter, ‍ is the constant mean of beta and ὺ  is a disturbance term. 

 There emerge in the literature a collection of models from the multivariate GARCH 

family that are suitable for our investigation. One such model is the bivariate BEKK GARCH 

model which has been applied in numerous finance settings; see for example Brooks et al. 

(1998) and Choudhry (2005) amongst others. The model, as introduced by Engle and Kroner 

(1995), allows us to generate a time-varying beta series through a parameterised Bivariate 

BEKK GARCH framework as follows: 

 

ώ ‘ ‐                  (2.26) 
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ὔͯπȟὌ                

ὺὩὧὬὌ ὅὅ В В ὃᴂ‐ᴂ ὃ В В ὄᴂὌ ὄ          (2.27)         

 

where ώ is a 2×1 vector containing the natural logged returns of the stock index and market 

index and ‘ is a 2×1 vector of a constant. Ὄ specifies the multivariate GARCH conditional 

variance of both variables, returns on stock index and the returns of market index, which is a 

function of the information set in   .ὃᴂ, Ὥ ρ, ή, ὑ ρ, ὑ and ὄᴂ , ὐ ρ, ὴ, ὑ ρ and 

ὑ, are all matrices of ὔ ὔ.  

Following the approach of Engle and Kroner (1995), the BEKK bivariate GARCH(1,1) 

allows us to make use of less parameters as there is a diagonal restriction to the model, where 

K=1. 

where: 

Ὄ ὅὅ ὃ ὃ ὄᴂὌ ὄ               (2.28)            

ὅis a 2×2 lower triangular matrix with intercept parameters, A and B are 2×2 square matrices 

of parameters. More specifically, A highlights the volatility linkages element, whilst B 

illustrates the extent to which the conditional variances and covariance are correlated with past 

innovations. Thus then leads us to compute the time varying beta which, is calculated as 

follows: 

‍ȟ Ὄ ȟȾὌ ȟ                           (2.29) 

 

where Ὄ ȟ is the estimated conditional covariance between the returns on stock sector index 

and market index and Ὄ ȟ is denoted as the conditional variance of the return on the market 

both given by the BEKK GARCH (1,1) model.  

Another useful approach is the GJR-GARCH model introduced by Glosten et al. 

(1993), which allows for positive and negative innovations of returns that ultimately impact 

the conditional variance. Faff et al. (2000) demonstrates how to capture the asymmetry or 

leverage effect through the use of a dummy variable attached to the original GARCH model. 
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For are purpose, we are able to capture the conditional variance and covariance of two variables 

as follows:   

 

Ὤ ‌ ‌ὦ ‌ὦ ὦ ‏‌               (2.30)   

        

where ‌ represents a constant parameter, ὦ holds a residual value and ‏ denotes the GARCH 

element within the model and ‌ὦ ὦ  captures the leverage effect, which is the 

conditional variance. To obtain the time varying beta, it is necessary to apply ‍ȟ

Ὄ ȟȾὌ ȟ.  

In addition to the approaches outlined above, the DCC-GARCH can also be used 

capture the time-varying beta as demonstrated by Engle (2002). The models design structure 

allows a researcher to estimate the conditional correlation matrix of the returns on the security 

as well as the market. The model is parameterised as follows: 

 

Ὄ ὈὙὈ                  (2.31)  

 

where Ὄ is a matrix of (2×1) containing the natural logged returns of the stock index and 

market index.          

 

Ὀ ὨὭὥὫέὲὥὰὬȟȟὬȟȟȣ Ὤȟ                          (2.32) 

Ὑ ὨὭὥὫέὲὥὰὗ Ⱦὗ ὨὭὥὫέὲὥὰὗ Ⱦ             (2.33)  

ὗ ρ ‪ ‒ὗ ‒ὗ ‏‪ȟ ȟ‏              (2.34) 

 

where Ὀ is the diagonal matrix of conditional standard deviations for return series, which is 

obtained from the estimation of the GARCH (1,1) model, where Ὤȟ on the diagonal ith term. 

Ὑis defined as the conditional correlation matrix of the standardised returns, where ὗ is the 

positive definite matrix containing the conditional variances and covariance of ‐. ὗ Ⱦ is 
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defined as the inverted diagonal matrix with the square root of the diagonal elements of ὗ. ὗis 

the unconditional correlations of ‏ȟ ȟ‏ȟ , ‪ and ‒ are nonnegative scalar parameters as 

followed by Engle (2002). Where the log-likelihood of the estimators are given as: 

 

ὒ В ὲÌÏÇς“ ÌÏÇ ȿὈȿ ‐Ὀ Ὀ ‐ ÌÏÇ ȿὙȿ Ὑ‏ ‏ ‏‏   

        (2.35) 

The dynamic conditional correlations are produced by the following: 

 

” ȟ
ȟ ȟ ȟ

ȟ ȟ ȟ ȟ

           (2.36) 

 

where the time varying beta is capturing by  ” ȟ, as ‍ can also be defined as the correlation 

between the two series; returns of the stock index and market index.  

 

2.7 Event Studies  

 

2.7.1 South American Debt Crisis   

 

The empirical literature on bank stock price behaviour following the Latin American debt crisis 

is filled with studies that make of event study analysis to explain the crisis. One of the earlier 

studies is the work of Cornell and Shapiro (1986) and Schoder and Vankudre (1986). In order 

to explain the impact of the crisis, Cornell and Shapiro (1986) used daily, monthly, biannual 

and annual cross-sectional regressions owing to difficulties associated with determining when 

opinions of key investors changed. The cross-sectional regression model integrated three types 

of returns: raw returns; excess returns using the method of Dimson (1979) and a third set of 

excess returns using Bayesian procedure for adjustments in beta estimates. The model utilised 

is as follows: 
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ὶ  ‌ ὦὒ ὦὉ ὦὖ ὦὙ ὦὊ ὦὔ ὦὛ Ὗ            (2.37) 

 

where ὶ is the return for bank i over the interval t, measured as either the raw return or the 

excess return, ὒ the total Latin American exposure for bank i as a fraction of total assets, Ὁ 

the reported energy loans for bank i as a fraction of total assets, ὖ Penn Square loans purchased 

by bank i as a fraction of total assets, Ὑ  real estate loans for bank i as a fraction of total assets, 

Ὂ  non-Latin American foreign loans for bank i as a fraction of total assets, ὔ net purchased 

liabilities for bank i as a fraction of total assets, Ὓ the size of bank i measured by its market 

capitalization (in billions of dollars) and Ὗ  an error term with mean 0.  

The study of Schoder and Vankudre (1986) relied on vast data testing to determine 

whether an abnormal event occurred on 19 August 1982. Schoder and Vankudre used a two-

factor market model for daily returns based on a weighted least squares (WLS) method to 

account for heteroskedasticity of residuals across bank stocks, as well as the use of a dummy  

to code for whether a bank is a money centre or Texas based bank. Returns and exposures in 

terms of book value were regressed to correlate the events that occurred 29 trading days prior 

to 19 August, 1982, as: 

 

‭ ὥ ὦὉ ‭ ȟὦ π                 (2.38) 

 

where Ὁ denotes the exposure to Mexico of ith bank, ‭  a normally distributed error terms 

with zero mean and uncorrelated across securities Ὁ  ὖ  .Where ὄὠὓ  is book 

value in USD of the ith bank Mexican cross border exposure on August 18, 1982, ὔ  the 

number of shares outstanding on August 18, 1982 and ὖ  the price per share on August 18, 

1982. 

The study of Cornell and Shapiro (1986) and Schoder and Vankudre (1986) offer 

similar conclusions which found little effects on the stock prices of US banks on the event day. 

For example, Schoder and Vankudre (1986) note that stock prices did not correctly reflect 

exposure to Latin debt on 19 August, 1982, which differs from Cornell and Shapiro (1986). 
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However Cornell and Shapiro (1986) considered numerous event dates which revealed that 

exposure adjust over a two year period but not initially. Lamy et al. (1986) examined the 

Mexican debt problem by isolating 19 August, 1982 and drawing on the insights of Cornell 

and Shapiro (1986). The testing procedure applied the market model based on the work of Jaffe 

(1974) and Mandelker (1974) with cumulative excess returns of the portfolio to remove 

biasness from the outcome as follows: 

 

ὉὙ Ὑ ὉὙ  , where Ὑ  the actual return and ὉὙ  the expected return 

ὉὙ  В ὉὙȾὲ                 (2.39) 

 

where; ὉὙ ï Excess returns for portfolio. Cumulative excess returns: 

ὅὉὙ В ὉὙ                 (2.40) 

ὉὙ ώ ώὉὼὴέίὩ ‐,   

 

Where ὉὙ  denotes the excess returns for bank J on day zero taken from the CRSP excess 

returns, ὉὼὴέίὩ  bank j exposure to Mexican loans where exposure is defined as total Mexican 

loans/(Total owner equity + Total loan loss reserves) and ‐ an error term. A cross-sectional 

sensitivity regression of the excess return of each bank in relation to exposure was applied on 

August 19, 1982.  

Lamy et al. (1986) suggests that the announcement had a significant and negative 

impact on exposed banks and thus investors were aware of the exposure before the 

announcement which contradicts the conclusions reached by Cornell and Shapiro (1986) and 

Schoder and Vankudre (1986). Bruner and Simms (1987) and Smirlock and Kaufold (1987) 

builds on the literature by empirically examining whether bank shareholder returns reflect new 

information on exposure levels, to which they find markets react rapidly to surprising events. 

Smirlock and Kaufold (1987) incorporate a cross-sectional regression similar to Cornell and 

Shapiro (1986) and Lamy et al. (1986) using the SUR approach, which was replicated by Unal, 

et al. (1993) as follows:  
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Ὑ ‌ ‍Ὑ ‎Ὀ ‐                              (2.41) 

 

where Ὑ  is the return on stock, Ὑ  the return on NYSE on day t, Ὀ a dummy variable coded 

1 for the event day and zero otherwise, ‎  captures the effect of the Mexican default on bank i 

and ‌ ‍Ὑ  . The model is as follows: 

 

Ὑ ‌ ‍Ὑ ‗ὈὉὢὖ ‘  ,               (2.42) 

 

where ɚ is the event parameter which measures the firmôs response to default announcement 

and Ὁὢὖ the exposure denoted as Mexican loan to equity ratio of bank.  

Bruner and Simms (1987) examined issues concerning the duration of response which 

was overlooked by Cornell and Shapiro (1986), Schoder and Vankudre (1986) and Smirlock 

and Kaufold (1987). According to Bruner and Simms (1987), duration is an essential element 

within the empirical testing as the efficiency to new information response can lead to 

alternative outcomes. As such they compute excess returns from a data sample consisting of 

100 trading days before 19 August to 57 trading days after across 48 banks using the market 

model. Cumulative abnormal returns (CAR) were calculated, followed by t-tests to determine 

whether daily returns were abnormal. The CAR was then standardized to adjust for the auto-

covariance of returns. Bruner and Simms (1987) then regressed the individual exposures of 

banks as a percentage of market value in equity as follows:  

Ὡ  Ὑ ὥ ὦὙ   

Where Ὡ is the residual or excess return on stock i, Ὑ  ï return on stock i for day t, and Ὑ  ï 

return on the value-weighted market portfolio for day t. The parameters ὥ and ὦ were 

estimated over the period -160 to -101 days before the announcement.  The average residuals 

were calculated as follows: 

ὃὙ В Ὡ                             (2.43) 

ὅὃὙ  В ὃὙ                 (2.44) 
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Bruner and Simms (1987) also critique the findings of Cornell and Shapiro (1986) by 

labelling the hypothesis as ñdribs and drabsò and argued that the August 19 report was not a 

material event relevant to other events regarding the Latin American debt crisis. The findings 

of Bruner and Simms (1987) and Smirlock and Kaufold (1987) conflict with the results of 

Cornell and Shapiro (1986), as they find a negative return upon the arrival of rumour and new 

information as Schoder and Vankudre (1986) found for the announcement day. However the 

results of Smirlock and Kaufold (1987) and Bruner and Simms (1987) are in line with the 

findings of Cornell and Shapiro (1986) with respect to exposure to Mexico which was initially 

positively related to returns, which suggests a temporary investor contagion. The finding of 

Smirlock and Kaufold (1987) are in line with results of Lamy et al. (1986) who note that 

investors distinguished bank exposure levels in the absence of public knowledge.   

Kyle and Wirick (1990) contributed to the debate by providing a study that addressed 

the impact the Latin American debt crisis held towards the required returns of US bank equities. 

The resulting study from Kyle and Wirick (1990) led to a variety of approaches being 

undertaken with a two-factor linear returns-generating function with a pooled cross-sectional 

methodology being adopted. The Estimation procedures opt for OLS and GLS methods to 

permit heteroskedastic variables and non-constant covariances for contemporaneous 

disturbances across banks, as the model illustrates below: 

 

Ὑ В ‌ὤ ‍ ὤὙ ‍ ὤὙ В ˡ ὡ Ў†ὡ Ὁὢὖ

‗ὢὙ Ὁὢὖ ‗ὢὙ Ὁὢὖ ό                      (2.45) 

where ὤ  is coded 1 for the j bank, 0 otherwise, ὡ  is coded 1 for the t month, 0 otherwise, 

ὢ  is coded 1 for t>0, 0 otherwise, l  a coefficient for time shift effects common to all banks, 

† a market value of $1 of LDC debt, ‗ a coefficient for time shifts in market return sensitivity, 

‗ a coefficient for time shifts in interest rate sensitivity, ὸ a August 1982, ὸ December 1983 

and ό  an error term.  

The model makes use of dummy variables to represent other macro-economic events 

in order to isolate the unfolding crisis events. The conclusions of Kyle and Wirick (1990) are 

in line with Cornell and Shapiro (1986), Smirlock and Kaufold (1987) and Bruner and Simms 

(1987) as participants were able to penetrate accounting complexities and discover exposure 

levels had shifted markedly. Therefore investors were able to position themselves accordingly, 
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resulting in significant negative returns for bank stock prices. Slovin and Jayanti (1990) and 

Karafiath et al. (1991) reinforce the findings of Cornell and Shapiro (1986), Smirlock and 

Kaufold (1987), Bruner and Simms (1987) and Kyle and Wirick (1990) with respect to the 

reaction of equity value in relation to exposure to Latin American debt.  

In applying a SUR model, Slovin and Jayanti (1990) examined 39 banks from the 

American stock exchange including exposure levels to Latin American debt. The model 

integrates dummy variables to isolate event dates, and for capital deficient and capital sufficient 

banks, whilst integrating daily returns and exposure to the model as follows: 

 

Ὑ ‌ ‍Ὑ ‗ὈὉὢὖ‗ὈὉὢὖό               (2.46) 

 

where Ὑ  is the return on stock, Ὑ  the return on NYSE on day t, Ὀ a dummy variable coded 

1 for the event day and zero otherwise, ‌ ‍Ὑ  the market model, ɚ the event parameter 

to measure firm response to default announcement and Ὁὢὖ ï exposure denoted as Mexican 

loan to equity ratio of bank i.  

Slovin and Jayanti (1990) conclude that bank capital regulation and examination 

procedures can induce financial markets to alter assessments as to whether regulators will 

enforce policies such as reducing dividends, which implies that investors react accordingly to 

increased regulatory pressures. Karafiath et al. (1991) examine Brazilôs exposure by focusing 

on the reaction of stock prices to default announcements. They differentiate their study using a 

Generalized Least Square (GLS) approach to examine the cross-sectional regression 

relationship between prediction errors and Brazilian debt due to cross-sectional correlation and 

heteroskedasticity in market model prediction errors. The model utilised is as follow: 

 

Ὁὢὖȟ πȢπςσπȢφφτὉὢὖ ὩȟὙ πȢωρȟὊ ρωχȢφχ            (2.47) 

 

where Ὁὢὖȟ   is the exposure variable: Brazilian debt divided by primary capital as defined 

by Musumeci and Sinkey Jr (1990) and Ὁὢὖ the exposure variable as defined previously. 
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Ὑ  ‌ ‍Ὑ В † Ὀ Ὡ ȟὸ στυȟτυ            (2.48) 

 

where Ὑ is return on security or portfolio, ‌ the OLS estimate of the intercept, ‍ the OLS 

estimate of the slope coefficient, Ὑ  the return to the value-weighted market on day t, †   the 

OLS estimate of coefficient on the dummy variable D, Ὀ  a dummy variable coded 1 on day 

s and Ὡ a residual for security or portfolio j on day t. Karafiath et al. (1991) examine over an 

event window from 45 days prior to 45 days after following event and test for possible size 

effect. They are able to illustrate banks with low exposure, security prediction errors, which 

are negatively correlated with asset size. Karafiath et al. (1991) overall found that the market 

was able to adjust share prices of US bank equities to level of exposure to Brazilian debt default.  

 

 

2.7.2 Event Studies ï East Asian Debt Crisis   

 

The East Asian crisis of the late 1990ôs resulted in numerous research that sought to 

explain the origins and effects of the crisis. Tan (1998), for example, highlights the contagion 

affects by investigating the extent to which stock price movements in one country offset the 

stock price fluctuations in other countries. Overall this study discovered Hong Kong, Singapore 

and Taiwan would not have experienced a decline in real stock prices had there been no 

contagion effects or herding. However fundamental issues characterized Thailand and Korea, 

since their real index prices would still have experienced significant decline even with absence 

of contagion effects, with the lesser extent applied Malaysia and the Philippines. Finally the 

crisis stretching to Indonesia would have been sustainable had investors not acted irrationally 

through western investors pulling investments. Pan et al. (2007) examined linkages through the 

exchange rates and index values for the same countries nations using the VAR and Granger 

causality methodology. Their conclusions offer a different and unexpected perception during 

the crisis, as pre-crisis results establish exchange rates and stock prices indicate significant 

relationship with Hong Kong, Japan, Malaysia and Thailand. However during the crisis no 

country demonstrates a significant causal relationship from stock prices to exchange rates. 

Choe et al. (1999), Stulz et al. (2000) and Kho and Stulz (2000) concentrate on bank stock 
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returns as the Far East crisis emerged. Choe et al. (1999) studied Korean effects in depth by 

examining whether herding was evident during the crisis using a binomial distribution 

methodology which computes portfolios based on size and past returns equally, taking an 

average across stock for each portfolio. The model implemented in their study is as follows: 

 

ȿὖ Ὁὴ ȿ Ὁȿὴ Ὁὴ ȿ                          (2.49) 

 

where ὖ  denoted the proportion of foreign investors buying stock i on day t among all 

investors trading that stock on that day, Ὁὴ  the expected proportion of foreign investors 

buying on day t relative to all foreign investors and Ὁȿὴ Ὁὴ ȿ an adjustment factor 

computed assuming that in the absence of herding the number of foreign investors with net 

purchases follows a binomial distribution. Choe et al. (1999) found no evidence that trades 

from foreign investors had a destabilizing effect on the Korean stock exchange over the sample 

period and that the market-adjusted efficiently to large sales. This was not followed by negative 

abnormal returns.  

Kho and Stulz (2000) investigate the impact of the Asian crisis on bank stocks through 

applying the SUR technique. Their sample incorporated four Western and six East Asian 

countries from July 1997 to January 1998 with the main goal of understanding differing market 

reactions to the East Asian crisis. Their SUR methodology is demonstrated as follows; 

 

Ὑ ‌ ‍Ὑ В ‎ȟὢȟ В Ὀᶮ ‐            (2.50) 

where Ὑ  is the logarithmic daily dollar return on the banking industry indices for each of the 

10 countries, Ὑ  the corresponding stock market index returns, ὢȟ the daily dollar excess 

returns on the currency holdings (BP, DM, FF and JY),  ᶮ  a dummy variable taking a value 

of 1/n for the jth event days or zero otherwise, Ὀ  represents CAR for the jth event days, 

‌ȟ‍ ÁÎÄ ‎ are coefficients and ‐ an error term. Kho and Stulz (2000) concluded East Asian 

banks performed poorly, banks in Korea, Indonesia and Thailand do not experience ARôs bank 

indices to exchange rate fluctuations. In addition the IMF announcements did not reduce 

systematic risk as the share price values would have increased as a result of news however 

Western banks were unaffected by this event. Other findings included banks in East Asian 
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indices incurred losses in excess of 60% in each of the crisis countries in contrast to Western 

banks outperforming the counterparts.  Stulz et al. (2000) delved into the issue of the East Asian 

crisis to examine the impact of the crisis and bailouts in relation to U.S. bank stock prices. Stulz 

et al. (2000) conducted this which is illustrated as follows: 

 

Ὑ ‌ ‍Ὑ ‎ὢ В Ὀᶮ ‐             (2.56) 

 

Where Ὑ  - Logarithmic daily returns on one of the U.S bank portfolios, Ὑ  - U.S. stock 

market index return, ὢ ï Change in the seven-day Eurodollar rate, ɲ  - Dummy variable 

taking a value of 1 for the j-th event day shown below, or zero otherwise and Ὀ ï Represents 

an abnormal return for the j-th event day. Stulz et al. (2000) findings include exposed banks 

are affected by such events whereas non-exposed banks are not, thus meaning investors are 

capable of distinguishing banks that possess exposure. Furthermore, Stulz et al. (2000) found 

banks with exposure to country debt, benefitted from country bailout through increased returns, 

whereas banks with no exposure had no impact on equity returns. Djankov et al. (2005) 

focussed on East Asian crisis and examined the valuation effect of resolutions of insolvent 

banks from Korea, Indonesia and Thailand to commercial clients. To achieve this Djankov et 

al. (2005) applied a multivariate WLS estimate approach which is as follows; 

ὅὃὙ ‌ ὅὒὕὛὟὙὉὊὕὙὛὃὒὈὕὓὓὉὙὔὃὝὍὔὝὅὕὠὓὑὝὠὃὒ

ὓὑὝὄὑὄὃὔὑὝὃὄὃὔὑὔὍὓὟὒὝὄὃὔὑὈὟὓὓὟὒὝὄὃὔὑὈὟὓȾὅὒὕὛὟὙὉ  

                   (2.57) 

Where; ὅὃὙ - Cumulative abnormal returns for time period t = -1 to 0, where the event date 

t=0 is the date of the announcement of the type of resolution of distress of the firmôs related 

bank, ὅὒὕὛὟὙὉ - A dummy variable indicating that the related bank would be closed, 

ὊὕὙὛὃὒ - A dummy variable indicating the bank would be sold foreigners, ὈὕὓὓὉὙ ï A 

dummy variable indicating that the related bank would be merged domestically, ὔὃὝ - A 

dummy variable indicating the bank would be nationalized, ὍὔὝὅὕὠ - Is the interest coverage, 

ὓὑὝὠὃὒ ï The natural log of the market value, ὓὑὝὄὑ - The ratio of the market value to 

book value of the firm, ὄὃὔὑὝὃ ï Total assets of the bank, ὄὃὔὑὔὍ - Net income of the 

bank, ὓὟὒὝὄὃὔὑὈὟὓ - A dummy variable indicating that the firm has multiple banking 
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relationships and ὓὟὒὝὄὃὔὑὈὟὓȾὅὒὕὛὟὙὉ  - The interaction between the two dummies. 

Djankov et al. (2005) concluded that banks add value to a firm with the value depending on 

solvency of the bank. Additionally, Djankov et al. (2005) discover significant CAR for 50 days 

following event announcement, multivariate regressions interpret the announcement of 

closures and nationalisations of banks endure a significant effect on the performance of related 

firms. 

 

2.7.3 Event Studies ï Japanese Lost Decade   

 

As a result of the Japanese lost decade as described previously, vast literature has been 

produced within this strand. We first introduce Yamori (1999), which examined whether 

market participants do not distinguish between solvent from insolvent banks, the study being 

based upon the liquidation of Hyogo bank. To undertake this investigation Yamori (1999) 

cross-sectionally regressed the abnormal returns of the Japanese bank stocks relating to the 

materialising events of the Hyogo bank failure from August 29-31, 1995, which was modelled 

as follows; 

 

ὃὙȟ ὈὟὓὓὣὒὕὡὄὃὈὊὟὑὟὍὔὠὉὖὉὙὒὝὕὃὛὛ           (2.58) 

 

Where ὃὙȟ - Abnormal returns for bank i during time period t, ὈὟὓὓὣὒὕὡ - A dummy 

variable that equals 1 when dividend payments per share of a bank are less than ¥5 and 0 zero 

otherwise, ὄὃὈὊὟὑὟ - The ratio of the BADLOAN to the FUKUMI, where the BADLOAN 

is the amount that a bank has loaned insolvent debtors and FUKUMI is the unrealized capital 

gain on banksô securities portfolios, ὍὔὠὉὖὉὙ - Denoted as the ratio of earnings per share to 

stock prices and ὒὝὕὃὛὛ - The natural log of total assets. Yamori (1999) concluded stock 

market reactions reflect the financial conditions of banks and market participants have the 

ability to distinguish troubled banks more negatively, which supports the Efficient market 

hypothesis (EMH) within Japan. Saporoschenko (2002) commenced further event study 

regarding unanticipated changes or shocks to the systems, which offered a different perspective 
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to existing literature. Saporoschenko undertook a GARCH (1,1) volatility model, which is as 

follows: 

 

Ὑ ‍  ‍ ὍὔὓὑὝ‍ ὍὔχρὙ  ‍ ὈὛὖὈ‍ Ὅὔὣὡ ‐ —               

        (2.59)       

Where: Ὑ  ï Weekly returns of Japanese banks, ὍὔὓὑὝï Japanese stock market return, 

ὍὔχρὙï Long term Japanese Government bond return, Ὅὔὣὡï Yen trade-weighted exchange 

rate return and ὈὛὖὈï Interest rate spread, difference between short term prime rate and 3-

month bank deposit rate. 

Results from the investigation provide evidence that many Japanese banks had 

asset/liability structures over the period 1986-1992 that resulted in significant negative 

sensitivity to long-term interest rate measure increases. Evidence also suggests Japanese banks 

that served in the main role undertook more market and interest rate risk than most other 

Japanese banks. The impact of bank stock returns are thus found to be significantly and usually 

negatively in relation to long-term interest rate, with market Betaôs always highly significant. 

Japanese banks are generally found to assume more risk as based on market betas. Brewer et 

al. (2003) investigated the ability of the Japanese stock market to appropriately price risk of 

financial firms, similar to Saporoschenko (2002). Brewer et al. (2003) concentrated upon 6 

failures (four banks and two securities firms) by adopting an event study methodology similar 

to MacKinlay (1997) and Binder (1998). Whereby, they examine the ability of stock market 

participants to price risk of banks and digest new information. Their study integrated a 

multivariate model which used GLS regression to estimate the impact of events and variance 

of residuals across banks individually, sampling 115 Japanese banks and the TOPIX index. The 

model implemented by Brewer et. al (2003) is exemplified by the following: 

 

Ὑ  ‌ ‍Ὑ ‌ὖ ‍ὖὙ В‎ᴂὈ  ВᶮὈ ὅὕὔὈВ—Ὀ ὛὌ

В‗Ὀ Ὕὃ ‘                             (2.60) 

 

where Ὑ  - Return of bank i on day t, ‌ ï the intercept for bank i, ‍ ï the market risk 

coefficient for day t, Ὑ  ï Return of market index for day t, P ï Binary variable that identifies 
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post event periods, ‎ᴂ  ï Captures any daily intercept shifts on event day k and provide an 

estimate of abnormal returns associated with failure announcement, Ὀ  ï Binary variable that 

equals 1 if day t is equal to the event day or window k, ὅὕὔὈ - Variable to describe the 

condition of bank, ὛὌ ï Controls for the exposure of bank i to the failed institution and Ὕὃ ï 

Natural log of total assets to capture size of bank. Brewer et al. (2003) empirical results suggest 

that market participants were able to incorporate new information and offer similar findings to 

Yamori (1999) and Brewer and Pettway (2002), which investors were able to discriminate 

among the banks through the levels of risk they possessed. However, in addition to this not all 

banks were adversely impacted by the failure announcements of banks and thus any contagion 

effects that resulted from the crisis, was based on rational evidence.   

 Spiegel and Yamori (2003), examined regulation, laws and policies effect upon the 

share prices of banks. Spiegel and Yamori (2003) examined the pricing of portfolios of bank 

stocks of common regulatory class on the dates of significant events concerning the passage of 

Stabilization Laws ï The Rapid Recapitalization Act and The Financial Reconstruction Act. 

Spiegel and Yamori (2003) also examine disparities between pricing of portfolios from strong 

and weak banks as well as cross-sectional studies of differentiating bank equities by financial 

strength in sensitivity to announcement of laws. Spiegel and Yamori (2003) similar to Spiegel 

and Yamori (2000) and Aharony and Swary (1996) performed a cross-sectional regression 

which was as follows: 

 

Ὑ ‌ ‍ Ὑ ‍Ў В ‎ Ὀ ‐              (2.61) 

 

where Ὑ  - Represents the return on the bank portfolio on day t, ‌  - The constant term, ‍  

ï The bank portfolioôs market beta, Ὑ  ï The market return on day t as the daily return on the 

TOPIX index, ‍  ï The portfolioôs sensitivity to changes in the interest rate, Ў  ï Denotes the 

changes in the overnight call rate, ‎  - The sensitivity of the bank stock portfolio to event e, 

Ὀ ï A dummy variable for event e, equal to 1 when t = e and 0 otherwise and ‐  - A random 

disturbance term. The differences are a different dummy variable in terms of bank regulatory 

classes and the total capital ratio to account for leverage of an institution. Spiegel and Yamori 

(2003) found that large banks regulatory advantages were diminished by Financial 

Reconstruction Act, which affected large banks and trust bank groups portfolios significantly 
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negatively priced on announcements studied. However following these announcements, it 

benefited smaller regional banks as abnormal returns on these events proved to be significantly 

negatively related to bank size, as measured by total assets. As well as the Rapid 

Recapitalisation Act was perceived by investors to benefit the weaker banks within the 

Japanese system and thus improved their performance as a result of regulation implemented.  

An extended study from Kobayashi, Spiegel and Yamori (2006) investigated monetary 

policy effects upon the stock markets through quantitative easing (QE) programme 

implemented by the Bank of Japan as a measure to reignite their economy. The study sampled 

87 Japanese banks, which used CAPM to compute the bank portfolio excess returns during the 

specific dates of QE announcements. Furthermore the study was followed by a cross-sectional 

event study to examine whether QE was perceived to disproportionately benefit weaker 

Japanese banks than large banks upon introduction of QE programme. The cross-sectional 

model is illustrated below as follows; 

ὄὃὔὑ ‌ ‍Ὑ ‎Ὀ ‍ Ὑ Ὀ ‍ Ὑ Ὀ ‍ Ὂὢ ‐ 

Where: ὄὃὔὑ ï Represents the daily stock return of the TOPIX bank index, Ὑ  ï Market 

portfolio return for day t, ‎ ï Represents the sensitivity of the bank portfolio to the BOJ 

announcement represented by the by the dummy variable Ὀ, which takes the value 1 on the 

event date t and zero otherwise, Ὀ  and Ὀ  ï Dummy variables equal to 0 prior to the date of 

events e and r respectively and 1 afterwards, ‍ and ‍ - Represent coefficient estimate on the 

foreign exchange intervention measure Ὂὢ and ‐ ï Disturbance term. Two of the ten event 

dates examined, proved the overall banking portfolio yielding significant positive excess 

returns, which also coincides with the financial revitalisation programme, which was expected 

to aggressively clean-up Japanôs banking problem. However after robustness examination, 

deposit growth was indicated to be negatively statistically significant bank excess returns, 

supporting the hypothesis that weak banks were expected to disproportionately benefit from 

such monetary policy actions. As depositors were removing time deposits from problematic 

banks at this time due to the anticipated partial reduction in deposit insurance guarantee. 

Furthermore to information impacting Japanese stocks, Miyajima and Yafeh (2007) 

concentrated on events surrounding the Japanese banking sector stock prices that surprised 

investors (1995-2000). Miyajima and Yafeh (2007) conducted the investigation through 
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sampling 800 listed firms whilst computing the CARs of the stock price fluctuation upon a 

surprising news event emerging to the market. The model utilised within the study is as follows; 

ὅὃὙ  ‌ ὃὛὛὉὝὛὝὕὄὍὔὛὗὒὉὠὉὙὃὋὉὌὍὋὌὙὈὄὕὔὈὙὝὋ

ὓὄὒὕὃὔὛὝὕὝὕὝὃὛὛὝὛὓὄὛὌὃὙὉὌὒὈὔὋ  

Where: ὅὃὙ - Cumulative abnormal returns on bank i during time period t, ὃὛὛὉὝὛ ï Total 

assets in ¥m, ὝὕὄὍὔὛὗ - Ratio of market value to book value,  ὒὉὠὉὙὃὋὉ - Ratio of total 

liabilities (borrowing and bonds) to assets, ὌὍὋὌὙὈ ï Dummy variable to capture chemicals, 

pharmaceuticals, machinery, electronics, transportation equipment and precision instruments, 

ὄὕὔὈὙὝὋ - Bond rating of firm on a scale of 4 (lowest, no rating) to 1(rated A or higher), 

ὓὄὒὕὃὔὛὝὕὝὕὝὃὛὛὝὛ - Main bank loans total to total assets and ὓὄὛὌὃὙὉὌὒὈὔὋ - 

Main bank shareholding. Results illustrate the banking crisis was far more homogenous as not 

all companies were equally affected by the unfolding events. Companies within sample are 

sensitive to macroeconomic credit crunches for example have limited access to bond market 

and undertake high levels of leveraging. However Miyajima and Yafeh (2007) offer a different 

perspective as little evidence in stock price responses to suggest that the banking crisis led to a 

substantial misallocation of credit from good to bad firms.  

 

2.8 Conclusion 

The purpose of the literature review outlined and discussed above was to identify the relevant 

research that lends itself to the empirical work contained in this thesis relating to bank 

performance and financial crisis. The approach is historical in context owing to the nature of 

the origins of financial crisis which occurred at various points in the economic cycle. In so 

doing, we highlight the most relevant theoretical framework that have been applied, as well as 

the empirical approaches that have been adopted to investigate a range of issues relating to the 

financial performance of institutions, specifically banks, against the background of various 

financial crisis that have occurred.  Our purpose in this respect is to identify possible gaps 

within the literature that can be explored and hopefully may result in meaningful empirical 

research which makes a direct contribution to the existing literature. From the sections above, 

we highlight the first gap whereby, there is no study which considers the performance of all 

financial sectors within the UK during periods of volatility and stability. This gap within the 

literature will enable us to make a contribution to the literature through utilising similar 
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methods as explored above. We identify further within the literature, whereby to the best our 

knowledge there are no studies, which concentrate on the entire UK financial system. The 

second gap we identify is explaining the risk profile of UK financial institutions over good and 

bad times. This will enable us to compare and contrast the changes in risk across all financial 

sectors in the wake of the recent global financial crisis in 2007/8. The third gap we highlight is 

the effect of macroeconomic news events during crisis periods towards the equity price 

performance of UK financial institutions. Lastly, in wake of the financial crisis, respective 

governing bodies have taken vast measures in order to avert future crisis periods from 

materialising again. Considering these actions being implemented, this gives rise to a gap in 

the literature, whereby we can focus on the impact regulatory changes have incurred towards 

the UK financial sectors asset prices.  

The empirical literature on financial crisis and the performance of financial institutions, 

especially banks is voluminous and offers mixed results on the impact of financial crisis and 

on the performance of banks. To a large extent this is a result of the existence of a variety of 

ways in which investigation into these issues is empirically examined, as well as the choice of 

variables selected are particularly sensitive to other important determinants. We find the 

literature progresses through differing modelling techniques, which account for econometric 

issues such as heteroskedasticity or multicollinearity through panel data regression and GMM, 

respectfully through the research of Pasiouras and Kosmidou (2007) and Goddard et al. 

(2004a). Our research in Chapter 3 will take the insights and findings into account and 

incorporate a measure of these variables into the estimating regression equation. We believe 

that this is the most prudent way of approaching the study of the performance of financial 

institutions and its determinants.  

Chapter 4 will address explaining the risk profile of UK financial institutions, which 

will hopefully enrich the literature. Given the literature covered within this chapter we will 

proceed by adopting a mixture of the methodological approaches from relevant papers such as 

Fama and Macbeth (1973). Harvey (1993), Hamilton (1994), Brooks et al. (1998), Faff et al. 

(2000), Engle (2002) and many more. 

Chapters 5 and 6 will predominately be event studies, which will focus upon the impact of 

macroeconomic news and regulatory announcements on equity prices of UK financial 

institutions, respectively. When recalling the event studies covered within this Chapter we note 

the progression of the modelling techniques over time. When referring back to the Latin 
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American debt crisis, the main regression techniques utilised were OLS/SUR/GLS as well as 

event study methodologies utilised from many studies such as Schoder and Vankudre (1986), 

Smirlock and Kaufold (1987), Bruner and Simms (1987), Kyle and Wirick (1990) and many 

others. These are the more traditional regression techniques as opposed to modern econometric 

models. As we progressed to the East Asian crisis, the literature became more focussed towards 

cointegration/VAR/Error correction techniques, in order to understand the relationship of key 

variables in a different light from authors such as Choe et al. (1999), Pan et al. (2007) and 

others. Following the East Asian crisis, we focussed the event study literature upon the 

Japanese banking crisis. From undertaking this we gained new methods of undertaking such 

research, whereby the GARCH methodology from Saparoschenko (2002) was utilised.  
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CHAPTER 3 

Explaining Financial Institutions Performance and the 

Effects of Risk: Panel Evidence from the UK Financial 

Sectors 

 

3.1. Introduction 

It is widely recognized that banks and other financial institutions are an integral part of the 

financial system owing to the specialized role they play in the process of intermediation. The 

financial crisis of the late 2000s demonstrated quite vividly just how important financial 

institutions are to the real economy when the UK government moved fairly swiftly to 

implement measures to rescue failing financial institutions whose very existence was 

threatened as a consequence of their prior risk-taking behaviour, combined with the 

introduction of more robust structures of regulation to impose greater discipline on the 

behaviour of financial institutions ï one with the explicit objective of limiting systemic risk 

and in securing the future of the financial system, so as to recapture confidence in the financial 

system.  Indubitably, the financial crisis had important consequences on UK financial 

institutions, not least on their performance. For a number of banks, in particular, that incurred 

substantial financial losses were bailed out or nationalized, resulting in a contagion in equity 

prices as investors fled to high quality assets. To limit such contagion, as well as to stabilize 

the financial system, the UK government introduced a number of measures that included capital 

injections, the strengthening of deposit insurance guarantees, asset purchase scheme (whereby 

bad loans were purchased from banks), and quantitative easing. Since most banks suffered from 

a loss of liquidity, owing to the seizing up of credit markets, they in turn found it increasingly 

difficult to extend finance to the household and corporate sectors. In result, banks reduced 

lending while at the same imposing tighter credit conditions. Consequently, stock market 

values and real investments declined, and the economy entered a period of recession.  

To date, very little research has examined the financial performance of UK financial 

institutions following the financial crisis of the late 2000s. Given the importance of financial 

institutions to the UK economy, understandably their performance has increasingly come under 

the scrutiny of the financial press, shareholders, analysts and regulators. This we suspect is 

because the performance of financial institutions is a crucial part of changes in the process of 
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designing effective structures of regulation to mitigate future transgressions, and because the 

evaluation of their performance serves as a basis for firm specific improvements, as well as a 

benchmark for detecting profound problems. Furthermore, the financial performance of 

nonbank financial institutions has been under researched, save for a selection of studies which 

examine various traits of managers of investment funds, including the impact of managerial 

dexterity on performance, selectivity and market timing, among other pertinent issues; see for 

examples Ward, and Saunders (1976), Black, et al. (1992), Fletcher, (1995), Brown, et al. 

(1997), Leger (1997), Blake and Timmermann (1998), Cuthbertson et al. (2008) and Jans and 

Otten (2008). On balance the studies of Fletcher (1995) and Leger (1997) report mixed results 

on positive average selectivity performance and negative timing performance, while Blake and 

Timmermann (1998) report evidence of risk-adjusted underperformance and persistence of 

performance. What specific research that exist on financial institutions performance has 

primarily focused on the profitability of UK banking firms, often included as part of a wider 

study examining the determinants of European bank profitability using a variety of statistical 

approaches; see for examples Molyneaux and Thornton (1992), Staikouras and Wood (2003), 

and Godard et al. (2004). Of the studies just mentioned, the findings of Molyneaux and 

Thornton (1992) reveal that liquidity is negatively related to bank profitability, while 

Staikouras and Wood (2003), in examining the determinants of profitability in the EU context, 

report that the profitability of European Union banking firms may be influenced by factors 

related to changes in the external macroeconomic environment. In a similar direction, Godard 

et al. (2004) report a tenuous relationship between size and profitability, but also report a 

significant and positive relationship between off-balance sheet business and profitability for 

the UK banking firms examined.  

 As background we note that in the run up to the financial crisis of 2007 that the 

macroeconomic conditions exerted a sustained and positive impact on financial institutions 

profitability which only began to tail off in 2008 as the impact of the global financial crisis 

took hold. One consequence of this was the deleveraging of financial institutions, especially 

the deleveraging of banking firms, which culminated in the deep sell-off of assets in order to 

pay down obligations that could not be financed in closed credit markets. There is no doubting 

that other sectors of the financial industry were affected. For example, the insurance sector 

suffered because the attainment of insurance in highly integrated global markets meant that 

with insurance takers claiming at the same time that insurance firms would experience reduced 

levels of profitability.  In the real estate sector, the failure of rising home values and mortgage 
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payments of homeowners forced banks to acknowledge substantial write-downs and write-offs, 

which resulted in banks themselves having liquidity problems and as a direct consequence the 

reluctance to advance new mortgages at anything but at exorbitant fixed or variable rates which 

ultimately affected the real estate sector. At the same time, the seizing up of credit markets 

limited an important source of finance for finance companies, while investment trust firms 

suffered from the volatility that impacted financial markets.  

Above all, the financial crisis inflicted a very high adjustment costs on the financial 

sector, with the banking sector generally experiencing the highest cost of adjustment. During 

this period of adjustment and uncertainty for the financial sector, not only did the banking 

sector have to adjust to a changing regulatory environment but they also encountered a sharp 

downturn in economic activity which affected balance sheets more generally. The profitability 

of the banking sector and its ability to assume risk were also affected by various other 

developments, such as on-going policy uncertainty about the intended regulatory changes, and 

the dramatic change in the willingness of the corporate and household sectors to increase their 

debt burden. More specifically, the banking sector appears not to have coped very well with 

the challenges cast by this new operating environment. Thus a study of the performance of the 

banking sector and other financial sectors will tell us how well they coped with the changing 

economic conditions prior to, during, and following the financial crisis. The financial 

institutions included in our sample consist of banking firms, insurance companies, unit trust 

companies, finance companies, and real estate firms. We concentrate on these financial 

institutions owing to the availability of historic data and because many of the measures 

introduced impacted the financial sectors included in our sample in different ways. 

Analysing the financial performance of these sectors is particularly interesting, mainly 

due to the following reasons: (i) from a policy perspective, if financial institutions are more 

profitable one might expect lower prices and improved quality of service for consumers, as 

well as greater safety and soundness if some proportion of profits is channelled towards 

strengthening capital buffers that absorb risk;  (ii) the performance of financial institutions is 

particularly important for the recovery of the UK economy in light of the financial crisis of 

2007-2009; (iii) the performance of financial institutions is important for the stability of the 

UK economy and for employment in the financial sector more generally; (iv) considering that 

at present the UK economy has been experiencing its third year of economic growth, adequate 

historical data exists in order to investigate the issue of UK financial institutions performance 

in relation to the post crisis period 2010-2013, which to our knowledge has not been studied. 
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In addition, we attempt to explain why changes in the condition of risk are more pronounced 

for some financial institutions than others. This panel analysis is designed to determine how 

characteristics unique to the corresponding institutions influence performance. From a broader 

perspective, the study should be of interest to investors and policymakers as the financial 

sectors studied are pivotal to the UK economy and have been widely influenced by government 

economic policy over the period represented by the data. In addition, they have been subject to 

increased competition as a result of the globalization of financial markets and to economic 

shocks to the domestic economy. In this process, it would be interesting to observe how these 

financial institutions manage performance when challenged by varying market conditions, 

which thus allows us to make conclusion about how they responded, and whether they 

responded differently to the changing environment.  

This study contributes to the relevant literature in three ways: (a) it covers a period 

which includes some of the most innovative approaches to financial crisis management leading 

to a reshaping of the UK financial environment. Furthermore, and in view of the severity of the 

economic recession, it is important to investigate, at the micro level, the financial indicators in 

an effort to trace possible changes in financial institutions performance measures; (b) it allows 

for the first time a financial sector assessment to be made on the performance of UK financial 

institutions during the same time period; (c) the validity of the findings is enhanced by 

considering specific time periods which are characterized as good and bad times over the 

economic cycle of the UK economy. Thus, the investigation of the performance of UK financial 

institutions during the period of the financial crisis and the post crisis periods offers many 

implications.  The results are also useful for developing investment decisions, as these sectors 

are considered to be relatively attractive to international portfolio investors.  

 The chapter is organized as follows. Section 2 outlines the empirical method to be 

implemented. Section 3 discusses the data and presents descriptive statistics of the datasets. 

Section 4 provides a brief discussion of the role of the UK financial system. Section 5 reports 

and discusses the empirical results from the performance analysis. Section 6 concludes the 

chapter. 
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3.2 Econometric method 

 

It is well established that the performance of a firm, be they financial institutions or otherwise, 

may be evaluated on the basis of its return on assets (ROA) or its return on equity (ROE). In 

the context of the performance of financial institutions, finance theory instructs us that 

profitability measures should account for the risk and return associated with the financial 

institutions portfolio which therefore suggests that we should adopt the following formulation:  

0 1 2it IN EXp a a a e= + + +                     (3.1) 

where “ is a profit measure, IN a measure of firm specific internal variables, EX a measure of 

market specific external variables and ‐ the stochastic term with the usual classical properties. 

The subscript i denotes the individual sector (i = 1, 2,é, N) and t denotes the year (t = 1, 2,é, 

T). Eq. (1) is similar to the standard specification that is used in the empirical literature to 

evaluate financial performance. Following Demirguc-Kunt (1999), and Goddard et al. (2004), 

we expand Eq. (3.1) to obtaining a measure of the financial performance of banking firms as 

follows: 

0 1 2 3 4 5 6it MS MCON LDEP TAS EQAS MCAPp a a a a a a a= + + + + + +                          

7 8 9 10 11 tFTSE GDP P NIM CINa a a a a e+ + + + + +                         (3.2)                                                             

 

where the natural logarithm ofitp is as previously defined. The two profitability measures used 

in our analysis as the dependent variable in Eq. (3.2) are return on asset (ROA) and return on 

equity (ROE). ROA is defined as the net profit of a financial institution divided by the average 

total assets and thus provides us with a measure of the ability of the management to transform 

an institutionôs assets into net earnings, and therefore indicates the efficiency of managers in 

generating net income from all assets or resources committed to realizing the institutions 

objectives. Overall, ROA indicates the relationship between net income and total assets, and 

our decision to utilize this measure is informed by our understanding that using net income for 

funding purposes within the financial structure constitutes an incentive and target for financial 

institutions to augment their return on investment.  At the same time, the capital structure policy 

involves returns trade-offs, for extensive use of debt is more likely than not to enhance the risk 

faced by financial institutions while also amplifying total invested funds and expected returns. 



60 
 

As a supplement to the purpose of the present study, we also employ ROE as a measure of 

performance, since it reflects the net return of capital invested by shareholders and thus the 

proficiency of a financial institutions management in utilizing equity in profitable ways. Thus 

ROE approximates the net benefit that shareholders obtain from investing in a financial 

institution. The independent variables in Eq. (3.2) include both firm and market specific 

variables similar to those used in other studies such as Demirguc-Kunt (1999), and Goddard et 

al. (2004) among others. The firm or micro specific independent variables that we include 

represents information about market share (MS), loans to deposit ratio (LDEP), total assets 

(TAS), equity to asset (EQAS), market capitalization (MCAP), net interest margin (NIM), and 

cost to income ratio (CIN), while the market specific variables include concentration ratio 

(MCON), annual percentage change of the FTSE 100 index (FTSE), gross domestic product 

(GDP), and the rate of inflation (P).  

The variable MS is used to measure market share, while the measure for concentration 

(MCON) is calculated as the total assets held by the five largest commercial banks operating 

in the banking sector divided by the total assets of all commercial banks operating in the 

banking sector. According to the SCP hypothesis, banks in highly concentrated markets tend 

to collude and therefore earn monopoly profits (e.g. Short, 1979; Molyneux et al., 1996). 

However, not all studies, have found evidence to support the SCP hypothesis. From the 45 

studies reviewed by Gilbert (1984) only 27 provide evidence that the SCP paradigm hold. 

Berger (1995a) note that the relationship between bank concentration and performance in the 

U.S.A. critically depend on what other factors are held constant. An important decision that 

managers of commercial banks, in particular, must take refers to the liquidity management and 

specifically to the measurement of their needs related to the process of deposits and loans. For 

that reason the ratio of bankôs loans divided by customers plus short-term funding (LDEP) is 

used as a measure of liquidity. Higher figures denote lower liquidity. Without the required 

liquidity and funding to meet obligations, a bank or for that matter a non-bank financial 

institution may fail. Thus, in order to avoid insolvency problems, banking firms and non-bank 

financial institutions often hold liquid assets, mainly money market securities, which can be 

easily converted to cash. However, liquid assets are usually associated with lower rates of 

return. And so it would be expected that higher liquidity would be associated with lower 

profitability. The size of a financial institution is measured as total asset (TAS). In the literature, 

the size of a financial institution is considered to be an important determinant of its 

performance. The reason being that large size may result in economies of scale that will, in the 



61 
 

process, reduce the cost of gathering and processing information (Boyd and Runkle, 1993). 

Moreover, large asset size can add financial stability, investment flexibility and thus can reduce 

the cost of financial institution specific activity such as lending promoting overall efficiency. 

In general, large financial institutions, in terms of asset size, have an advantage of providing a 

wider set of financial options to their customers, which translate in more competitive rates, 

fees, and premiums. On this issue, the empirical results are mixed, since some studies found 

economies of scale for large banks (European Commission, 1997; Berger and Humphrey, 1997; 

Altunbas et al., 2001) and other economies of scale for small banks or diseconomies for larger 

banks (e.g. Vander Vennet, 1998; Pallage, 1991). The ratio of equity to total assets (EQAS) is 

used in this study as a measure of capital adequacy which essentially gauges the ability of 

financial institutions to withstand losses. Thus stated, capital adequacy merely refers to the 

sufficiency of the amount of equity capital to absorb any shocks that a financial institution may 

experience. Financial institutions with substantial equity ratios may be deemed over-cautious, 

overlooking profitable investment opportunities as and when they present themselves, while a 

declining ratio may signal capital adequacy problems. Hence the sign of the coefficient could 

be either positive or negative. It is expected that the higher the equity to assets ratio, the lower 

the need for external funding and therefore the higher the financial institutions profitability. As 

this suggests, capital is an important variable in determining financial institutions profitability, 

but it may also proxy risk and regulatory costs. On this issue, the literature instructs us that in 

imperfect capital markets, financial institutions that are adequately capitalized will tend to 

borrow less in order to finance a given level of assets, and thus tend to confront much lower 

cost of funding due to lower prospective bankruptcy costs. Nonetheless, we are mindful that in 

the presence of asymmetric information, a financial institutions that is well capitalized may be 

signalling to the capital markets that a better than average performance can be expected. And 

when viewed from this perspective, a financial institution that is adequately capitalized is likely 

to face much lower risk of encountering financial distress which reduces its costs of funding. 

Such an outcome should translate in lower profits, since the financial institutions would be 

considered to be more secure. And as such, we would expect to see a negative relation between 

capital and profits. However, we are mindful that for some financial institutions, namely 

banking firms, that regulatory capital represents a binding restriction, and is considered as a 

cost. Thus we would expect a positive association to the extent that banking firms will in some 

way seek to pass some of the regulatory costs onto bank customers. Berger (1995), for example, 

finds a positive relation in both direction between capital and profitability. Net interest margin 

(NIM) is a measure of a financial institutions interest spread and thus focus on the profit earned 
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on lending, investing and funding activities. The study utilizes cost-to-income ratio (CIN) as a 

measure of the costs of running a financial institution  the major element of which is salaries. 

The higher the operating costs are relative to a financial institutionôs generated incomes, the 

lower the institutionôs financial performance. Although the relationship between expenditure 

and income might appear, prima facia, straightforward suggesting therefore that higher 

expenses mean lower profits and the opposite, this may not always be the case. This is because 

higher amounts of expenses may be associated with higher volume of activities (e.g., increase 

in insurance cover, car loans, etc.) and therefore higher revenues. It is expected that this 

variable will have a negative impact on performance because a financial institutions that 

operate its business efficiently can be expected to operate at lower costs.  

The literature tells us that the environment in which financial institutions operate will 

have a large bearing on performance. We take this to include not only the financial market 

structure, but also the prevailing economic condition, as well as the impact of the legal and 

political environment. A change in the FTSE 100 index (FTSE) is expected to be positively 

related to the financial performance of financial institutions, for in a well-developed stock 

market financial institutions can be expected to increase their income(s), which allows them to 

generate higher levels of revenue. A measure of macroeconomic conditions is Gross domestic 

product (GDP) which is calculated as the annual change in GDP for the change in economic 

growth. Thus as GDP growth increase during an upward trend in economic activity, financial 

institutions can be expected to experience a greater demand for services and, in turn,  to increase 

borrowing as they expand their activities accordingly and with a lower risk of default more 

generally. From the perspective of banking firms, GDP growth  can be expected to have an 

effect on numerous factors related to the supply and demand for bank assets, namely loans and 

deposits, while for insurance companies it may result in a rise in demand for insurance related 

premiums, and for estate companies an increase in the demand for commercial property as 

business firms expand their business, as well as an increase in the demand for houses from the 

household sector as their income increases, all of which of course puts upward pressure on 

prices. Thus a positive relationship is expected between the performance of these financial 

institutions and GDP in periods of real GDP growth. We should also note that when the rate of 

GDP growth slows, particularly during periods of recession, credit quality can be expected to 

deteriorate, and defaults increase (on the payments of loans of various kinds, and on premiums), 

thereby reducing returns to financial institutions. Demirguc-Kunt and Huizinga (1998) and 

Bikker and Hu (2002) find a positive correlation between bank profitability and the business 
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cycle. The study accounts for macroeconomic risk by controlling for inflation, as measured by 

the retail price index, since a rise in the price level, P, may impact the costs and profitability of 

financial institutions in direct and indirect ways. For instance inflation may impact costs and 

revenue directly by virtue of a rise in the price of factor inputs, i.e., labour, and indirectly as a 

result of changes in interest rates and asset prices. While we expect a positive effect of the price 

level on the profitability of financial institutions, its impact on financial institutions 

performance does rather depend on whether future movements in inflation are fully anticipated 

or unanticipated, which also depends on how accurately financial institutions are able to 

forecast future movements in the most applicable control variables.  If, for example, inflation 

is anticipated, then interest rates will be adjusted accordingly resulting in revenues, which 

accrue faster than costs, with a positive impact on profitability. If on the other hand inflation is 

unanticipated financial institutions may be slow in adjusting their interest rates which may raise 

financing costs than revenues and, in the process, thus have a negative impact on profitability. 

In their study bank on performance, Bourke (1998), Molyneaux and Thornton (1992), 

Dermiguc-Kunt and Hiuizinga (1998) report a positive relation between inflation and long-

term interest rates with bank performance. It is perhaps worth noting that the Bank of England 

uses interest rates to target inflation. And if the bank anticipates an increase in the price level, 

P, it will raise interest rates so as to restrict expenditure and borrowing by firms and households, 

which, all things considered, could also increase the rate of default. But ultimately, these will 

affect the financial performance of institutions.    

With regard to nonbank financial institutions, that is: insurance companies, finance 

firms, investment trusts and real estate firms, we modify Eq. (3.2) in order to capture more 

closely the economic conditions pertinent to these sectors by including a measure for total 

investment portfolio (TINV) which is a common variable shared within their respective balance 

sheet. The empirical model is formulated as follows: 

0 1 2 3 4 5 6it MS MCON TINV TAS EQAS MCAPp a a a a a a a= + + + + + +                      

7 8 9 tFTSE GDP Pa a a e+ + + +                                                     (3.3) 

where itp is as previously defined. From the models outlined above, four different estimation 

periods will be examined thoroughly for the UK financial sector in order to obtain better 

understanding of the determinants of profitability. Equation (3.2) and (3.3) is estimated for 

each performance indicator by pooling the data covering four periods.  
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We chose to utilize a panel data approach, since an advantage of panel data analysis is 

the likely reduction of multicollinearity and, in our case, it will allow us to control for 

unobserved heterogeneity for the time-invariant effects. The independent variables outlined in 

regression equations (3.2) and (3.3), and their hypothesized relationships with profitability are 

outlined in Table 1.  

3.3 Data and Summary Statistics 

Our data base is compiled from Companies House, Bloomberg and DataStream and covers the 

period 1980 to 2012. The data includes both firm specific and market specific data as earlier 

noted. The analysis is broken down into four sub-periods: 1980-2012, 2002-2007, 2007-2010 

and 2010-2012. These periods wil l enable us to understand not just how the financial 

performance of financial institutions changed but also to identify what were the most influential 

drivers of profitability over periods marked by favourable macroeconomic conditions (2002-

2007) and periods of instability as reflected by the impact of the financial crisis (2007-2019), 

while the period 2010-2012 may be described as the ñpost-crisisò era which was underpinned 

by the deep recession. 

To estimate the regression models outlined above, we used balanced panel data on a 

sample of FTSE 250 listed financial institutions operating in the UK financial sector with an 

historical listing since 1990. These include: banking firms (6), finance companies (6), insurance 

companies (6), investment trusts (24), and real estate companies (9). We exclude financial 

institution listed on the UK stock exchanges after 1990 due to the paucity of firm level data 

and because it would result not only in fewer observations, but in non-representative results 

also. The main reason for the inclusion of the institutions in our sample has much to do with 

the availability of data, and because privately owned institutions are not required by UK law 

to publicly disclose the financial information required to progress our study.  These financial 

institutions provide an excellent sample for a study of the financial performance of UK 

financial institutions for several reasons. First, they share a number of similarities concerning 

key macroeconomic and financial system features. To begin with, all the financial institutions 

in our sample were affected in some way by the financial crisis of 2008-2009 and by the 

uncertainty surrounding the protracted Eurozone sovereign debt crisis. Further, the UK 

financial sector suffered substantially due to the financial distress of banking firms as a result 

of the lack of liquidity and weakening economic conditions in the real economy as the financial 

crisis deepened. Prior to the financial crisis, when the UK macroeconomic conditions appear 
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to exert a positive impact on the financial performance of institutions, banking firms, in 

particular, targeted growth rather than short-term profits by investing in high risk sectors, in 

increasing the size of loans and deposits, and asset size. However, once the impact of the 

financial crisis had been normalized, the focus of banking firms shifted towards profitability in 

an effort to repair enfeeble balance sheets and blemished reputation for financial stewardship. 

Six micro variables are employed as internal determinants of bank performance, and 5 micro 

variables as internal determinants of the non-bank financial institutions performance.  These 

variables and there hypothesized signs are set out in Table 1.  

Table 1: Variables Description 

________________________________________________________________________________________________________________ 

 

Variables Remarks                  Hypothesized direction 
                           

________________________________________________________________________________________________________________ 

 
Dependent 

ROA  Return on assets - used as a proxy of the profitability of financial institutions. A  + 

  positive relationship with profitability is expected 
 

ROE  Return on equity - used as a proxy of the profitability of financial institutions. A  + 

  positive relationship with profitability is expected 
   

Independent  

MS                              Market share ï calculated through the net revenue of financial institution divided  
by the sum of sector sample, then converted to a percentage.    § 

 

MCON                        Market concentration ratio - used as a proxy to capture market share   +/- 
 

TAS  Total assets - used as a proxy to capture institutional size    + 

 
LDEP  Loans/deposits - used as a proxy to capture bank behaviour towards lending within  +/- 

its operations and is seen to be a measure of riskiness    

 
TINV                   Total investment portfolio within the financial markets - used as a proxy to capture 

market risk exposure        + 

 
NIM                   Net interest margin - used as a proxy to capture fluctuating cost of borrowed funds  § 

 

CIN  Cost to income ratio        -  
 

EQAS  Equity Asset Ratio ï used as a proxy for solvency     +   
External Factors  

FTSE  FTSE100 Index ï used as a proxy to capture the UK stock index valuation   + 

MCAP                   Market capitalization - used as a proxy to capture the relationship between market  
financing and profitability       § 

GDP                   Gross Domestic Product - used as a proxy for macroeconomic conditions                    + 

P                   Retail Price Index - used as a proxy for  the price level, i.e., inflation                    +/- 
________________________________________________________________________________________________________________ 

Notes: Concentration ratio was measured by the Herfindahl Index obtained by summing the squared totals of the four largest institutions 

market share. +- denotes positive and negative effect; § denotes no indication. 

 

Table 2 reports the summary statistics for the variables used in this study for the five 

financial sectors included in our sample. These include the mean and standard deviation, the 

measures for skewness and kurtosis, and the Jarque-Bera statistic. First, we should mention 

that the unit root test results, not reported, using the approach of Levin et al. (2002), indicate 

the presence of a unit root in log difference level for all variables across the financial sectors. 
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It is observed that for the banking sector, the profitability measures, ROA and ROE, have 

respective mean return of 7.9336 and 2.6207 and standard deviation of 3.75369 and 0.3969, 

while the mean value of total assets (TAS) is 19.5189 and standard deviation of 1.3689. The 

concentration of the banking sector has a mean of 7.6885 and a standard deviation of 0.1410. 

Equity is, on average -3.0494 of total assets but with a standard deviation of 0.2908. Worth 

mentioning is the market share GDP has a mean 13.7839 and a standard deviation of 0.5217, 

while the mean value of inflation (P) is 0.9900 with a variability of 0.6355. Moreover we find; 

ROE, MS, MCON, LDEP, MCAP, FTSE, GDP and CIN experience a leptokurtic distribution 

which suggests a sharper than normal distribution with values namely concentrated towards 

the mean within these variables, which have a high probability for extreme values to prevail. 

Among the previously stated variables the CIN is found to experience the highest kurtosis with 

a value of 5.5620. The following variables; ROA, MCON, TAS, EQAS, P and NIM are found 

to have a platykurtic distribution which have a flatter than normal distribution with shorter tails 

as well as a smaller possibility for extreme outcomes. Among these variables total assets has 

the smallest kurtosis with a value of 2.2279. Following the kurtosis statistics, we find 

interesting features through the skewness whereby ROA, MCON, LDEP and CIN are found to 

be positively skewed, which infers a long right tail with extremely bad scenarios are not as 

likely. All other variables in the banking sector are negatively skewed, which infers a long left 

tail with a greater chance of extremely negative outcomes. Lastly, it worth mentioning the 

Jarque-Bera statistics of the banking sector which reveals the ROA, LDEP, TAS, EQAS, P and 

NIM are found to be normally distributed with all other variables in the sector experiencing 

non-normality.  

Panel B presents the insurance sectorsô descriptive statistics in Table 2, which reveals 

the mean values for ROA and ROE are 2.9684 and 3.5694 with a standard deviation of 0.8665 

and 4.2194, respectively. This suggests the ROE is a more volatile variable in comparison to 

ROA given the higher value of standard deviation. We find; ROE, ROA, MCON, FTSE and P 

experience a leptokurtic distribution which suggests a sharper than normal distributions with 

values namely concentrated towards the mean, which these variables also have a higher 

probability for extreme values to prevail. The following variables; MS, INV, TAS, EQAS, 

MCAP, and GDP are found to have a platykurtic distribution which have a flatter than normal 

distribution with shorter tails as well as a smaller possibility for extreme outcomes. In terms of 

skewness we find the positively skewed variables endure a long right tail with extremely bad 

scenarios are not as likely among the following variables; ROE, MCON and EQAS. 
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Furthermore, a negative skewness is found upon the remaining variables in Panel B, which 

suggests a long left tail with a greater chance of extremely negative outcomes. Further to this, 

we highlight overall the most volatile variables within the insurance sector are the; ROE, MS, 

TAS and TINV with the following values; 4.2194, 2.0653, 2.0478 and 2.9314. We find MCON, 

GDP and P to be the least volatile variables as they experience the smallest standard deviation 

values. It is also worth mentioning that all variables within Panel B are not normally distributed 

via the Jarque-Bera test.  

Panel C reveals the descriptive statistics for the investment trust sector within the UK. 

Firstly, we examine the means of the dependent variables ROA and ROE which indicate values 

of 2.0672 and 0.9612. The descriptive statistics also tells us that all variables bar inflation 

experience a leptokurtic distribution in accordance to their kurtosis value being greater than 3. 

This suggests a sharper than normal distributions with values namely concentrated towards the 

mean are found with these variables and have a higher probability for extreme values to prevail. 

Only the inflation variable experiences a platykurtic distribution which has a flatter than normal 

distribution with shorter tails as well as a smaller possibility for extreme outcomes. 

Furthermore, when we concentrate upon the skewness of the variables we see the only 

positively skewed variable is MCON with a value of 3.9161, which alludes to a long right tail 

with extremely bad scenarios are not as likely. All other variables are found to be negatively 

skewed, which infers a long left tail with a greater chance of extremely negative outcomes. 

Furthermore, we Table 2 demonstrate that ROA is the most volatile variable within this sector 

with a standard deviation value of 6.9265, followed by TINV, TAS and MCAP holding a value 

greater than 1. Lastly, we find that all variables within Panel C experience a non-normality 

distribution. 

Panel D represents the finance company sector in Table 2. The descriptive statistics of 

the sector reveals the means of the ROA and ROE are 2.6526 and 0.7015, respectively. The 

descriptive statistics reveal that ROE, ROA, TAS, EQAS, MCAP, FTSE and P experience a 

leptokurtic distribution which suggests a sharper than normal distributions with values namely 

concentrated towards the mean, which these variables also have a higher probability for 

extreme values to prevail. The following variables; MS, MCON, TINV and GDP are found to 

have a platykurtic distribution which have a flatter than normal distribution with shorter tails 

as well as a smaller possibility for extreme outcomes. In terms of skewness we find the only 

positively skewed variable is concentration, which endures a long right tail with extremely bad 

scenario not as likely outcome. All of other variables in Panel D are found to have negative 
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skewness, which suggests a long left tail with a greater chance of extremely negative outcomes. 

We can also comment on the variables with the highest degree of variance is fond within the 

TINV (2.2275), TAS (2.0258) and MCAP (1.9526). Lastly, we demonstrate all variables bar 

ROE are not normally distributed via the Jarque-Bera test.  

Panel E presents the summary statistics for the real estate sector within Table 2. 

Beginning with the mean values of the ROA and ROE are found to be 2.3939 and 1.4725, 

respectively. The highest mean values are unsurprisingly found within the GDP (13.4753), 

MCAP (13.5284) and TAS (13.7172). The following variables ROA, ROE, EQAS and P 

experience a leptokurtic distribution in accordance to their kurtosis value being greater than 3. 

This suggests a sharper than normal distributions with values namely concentrated towards the 

mean are found with these variables and have a higher probability for extreme values to prevail. 

All the remaining variables in Panel E experience a platykurtic distribution which has a flatter 

than normal distribution with shorter tails as well as a smaller possibility for extreme outcomes. 

Following this we find only the ROA is positively skewed, which endures a long right tail with 

extremely bad scenario not as likely outcome. All of other variables in Panel E are found to 

have negative skewness, which suggests a long left tail with a greater chance of extremely 

negative outcomes. In terms of volatility within the variables we find TINV (2.8473), MCAP 

(1.5124) and TAS (1.7216) are most volatile as well as ROE and MS experiencing standard 

deviation values of greater than 1. Lastly, we see all variables experience non-normality 

distribution as found the Jarque-Bera test.   

Table 3 presents the correlation coefficients of variables employed in the regression 

model. As can be seen, the correlation coefficients among the regressors generally reveal, on 

average, low to moderate correlation, the exception being between and as can be seen, the 

correlation n coefficients among the variables for all financial institutions are not high. Among 

the independent variables, are significantly and positively associated with ROA and ROE. The 

independent variable, FTSE is significantly and negatively associated with ROA and ROE. 

Overall, we found no problem with multicollinearity among the independent variables and can 

therefore conclude that the correlations are not likely to bias our results. Panel B presents the 

immediate correlation results for all selected independent variables. As can be seen, the 

statistics indicate that significant and negative correlation exist between ROA and Loans to 

deposits, since the correlation is equal to -0.0231 at a significance level, since it is less than 

0.05 (0.034). Moreover, a positive (0.995) and strongly significant (0.002) correlation exists 

between NIM and ROA at 1% significance, while no significant correlation is reported for the 
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case of Bank size (TAS) as efficiency indicator of return on assets. Therefore the relevant 

correlation is verified only for GDP and P and not for MCON as predictors of ROA. In addition, 

it is evident from Table 1 that significant and negative correlation exists between FTSE and 

NIM; the correlation is equal to -0.998 at 1% significance level (0.001). However, for the case 

of RPI no significant correlation relationship is traced with NIM (0.448) at any accepted 

significance level. Similar results are reported for GDP, since no significant correlations are 

reported with NIM and therefore the relevant correlation is rejected for this case also, since the 

relevant significance level is greater than 0.05 (.429).  Evidence show that significant and 

negative correlation also exists between ROE and the independent variables considered. In 

general, the distribution properties of the data series appear to be normal. This is also confirmed 

by the Jarque-Bera statistic that rejects the null hypothesis of zero skewness and excess kurtosis 

for all financial institutions.  
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Table 2: Summary statistics  

Panel A: Banking firms 

__________________________________________________________________________________________ 

Variable Mean Max Min  St. Dev. Skewness Kurtosis JB statistics  

__________________________________________________________________________________________ 

ROA 7.9336 17.824 0.2675 3.7536 0.05143 2.5481 1.7625 

ROE 2.6207 3.3478 1.5933 0.3969 -0.8933 3.8391 5.8442  

MS 2.8571 3.7620 1.4791 0.5765 -1.2158 3.5376 9.3025  

MCON 7.6885 8.0219 7.5464 0.1410 1.0962 2.7937 7.2734  

LDEP 4.8016 5.5977 4.1737 0.3280 0.7920 3.6820 4.4616  

TAS 19.5189 21.597 16.526 1.3689 -0.4982 2.2279 2.3832  

EQAS -3.0494 -2.6278 -3.6624 0.2908 -0.5128 2.3218 2.2675  

MCAP 16.7814 18.631 13.031 1.5574 -1.2567 3.3858 9.6984  

FTSE 8.1033 8.8436 6.1524 0.7000 -1.0623 3.3823 6.9902  

GDP  13.7839 14.265 12.547 0.5217 -1.3014 3.5293 10.582  

P 0.9900 2.0412 -0.3567 0.6355 -0.7316 2.7675 3.2928  

NIM  0.7124 1.2119 -0.1165 0.3521 -0.6976 2.8144 2.9715  

CIN 4.0264 4.3438 3.8658 0.0975 1.2428 5.5620 19.113  

___________________________________________________________________________ 

Panel B: Insurance companies 

__________________________________________________________________________________________ 

Variable Mean Max M in St. Dev. Skewness Kurtosis JB statistics  

__________________________________________________________________________________________ 

ROA 2.9684 4.4897 -2.2839 0.8665 -1.7399 10.0748 463.62  

ROE 3.5694 14.5685 -4.1709 4.2194 1.2652 4.6740 68.65  

MS 1.7174 4.3673 -2.6832 2.0653 -0.7513 1.8707 29.15  

MCON 7.9832 8.8824 7.8242 0.1656 3.2547 18.0315 2213.64  

TINV  15.2248 19.1738 8.7948 2.9314 -0.5308 1.9131 19.04  

TAS 16.4185 19.6562 11.3129 2.0478 -0.4566 2.5681 8.42  

EQAS  -2.9459 -0.0841 -4.6471 0.9976 0.5545 2.7541 9.62  

MCAP 14.1583 17.0083 10.1887 1.6738 -0.1976 1.9976 9.58  

FTSE 7.9572 8.8436 6.1524 0.7668 -1.0350 3.0588 35.38  

GDP  13.5547 14.2648 12.3596 0.5507 -0.5765 2.2364 15.78  

P 1.2579 2.7147 -0.3567 0.5861 -0.2376 4.0829 11.54  

__________________________________________________________________________________________ 

Panel C: Investment trust firms 

__________________________________________________________________________________________ 

Variable Mean Max M in St. Dev. Skewness Kurtosis JB statistics  

__________________________________________________________________________________________ 

ROA 2.0672 51.0412 -85.9462 6.9265 -3.4829 49.8453 71496  

ROE 0.9612 3.8265 -3.2189 0.7900 -0.2201 7.2066 590.4  

MS 1.3336 4.5299 -2.8731 0.8116 -0.6179 6.1171 371.0  

MCON 6.1330 9.8671 5.6740 0.7692 3.9161 18.6153 10071.0  

TINV  12.9109 14.9717 8.1699 1.0685 -0.9056 4.6809 201.5  

TAS 12.9730 14.9952 8.1920 1.0522 -1.0558 5.3976 336.8  

EQAS -0.1711 0.0439 -1.2103 0.1357 -2.7779 16.0216 6355.2  

MCAP 12.6030 14.7859 6.2003 1.2712 -1.4286 6.0326 572.9  

FTSE 7.9572 8.8436 6.1524 0.7654 -1.0350 3.0588 141.5  

GDP  13.4976 14.2648 12.3596 0.5850 -0.3931 1.9060 59.9  

P 1.2787 2.7147 -0.3567 0.6043 -0.2493 3.9917 40.7  

__________________________________________________________________________________________ 
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Table 2 (Continued)  

Panel D: Finance companies 

__________________________________________________________________________________________ 

Variable Mean Max M in St. Dev. Skewness Kurtosis JB statistics  

__________________________________________________________________________________________ 

ROA 2.6526 3.9096 0.5128 0.6948 -0.6735 3.5145 17.152  

ROE 0.7015 3.6800 -2.3954 1.0048 -0.3566 3.2841 4.371  

MS 2.0529 4.5686 -1.4911 1.6316 -0.4485 2.1224 12.991  

MCON 8.2215 9.1395 7.5308 0.4613 0.6058 2.4165 14.921  

TINV  12.1964 16.2228 6.0591 2.2275 -0.3163 2.4513 5.786  

TAS 13.5410 16.4984 7.2152 2.0258 -0.8683 3.4255 26.372  

EQAS -1.8348 -0.0135 -4.8354 0.7344 -0.5667 4.2717 21.278  

MCAP 12.4230 15.4325 5.4797 1.9526 -1.0367 4.5225 54.589  

FTSE 7.9572 8.8436 6.1524 0.7668 -1.0350 3.0588 35.378  

GDP  13.5708 14.2648 12.3596 0.5338 -0.6153 2.2998 16.538  

P 1.2441 2.7147 -0.3567 0.5579 -0.3365 4.5304 23.059  

__________________________________________________________________________________________ 

 

Panel E: Real estate firms 

__________________________________________________________________________________________ 

Variable Mean Max Min  St. Dev. Skewness Kurtosis JB statistics 

__________________________________________________________________________________________  

ROA 2.3939 5.0424 -0.2926 0.9578 1.2597 4.6284 101.62  

ROE 1.4725 3.5216 -4.5995 1.4479 -2.1348 8.7027 570.94  

MS 2.1267 4.0235 -1.3284 1.2006 -0.4640 2.3705 13.36  
MCON 7.8895 8.3476 7.3079 0.2775 -0.3153 2.3874 9.56  

TINV  9.4379 14.9491 2.4849 2.8473 -0.1206 2.3076 6.65  

TAS 13.7172 16.7569 7.3809 1.7216 -0.5572 2.8869 14.17  
EQAS -0.6208 -0.1815 -4.0608 0.4167 -6.1471 47.5955 24074  

MCAP 13.5284 16.1220 9.8498 1.5124 -0.4292 2.4732 12.55  

FTSE 7.9548 8.8436 6.1524 0.7741 -1.0162 2.9780 51.12  
GDP  13.4753 14.2648 12.3596 0.6056 -0.4021 1.8409 24.63  

P 1.1617 2.7147 -0.3567 0.5753 -0.6707 4.1223 37.85  

__________________________________________________________________________________________ 
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Table 3: Correlation coefficients of independent variables in the empirical model 

Panel A: Banking firms 
________________________________________________________________________________________________________________ 

 ROE MS MCON LDEP      TAS EQAS CIN NIM  MCAP FTSE GDP 

________________________________________________________________________________________________________________ 

ROE 1.000           
MS -0.121           

MCON  0.473 -0.024          
LDEP  0.094 0.262 0.070         

TAS -0.433 0.621 -0.415 0.126        

EQAS -0.333 -0.089 -0.195 -0.296       -0.213       
CIN -0.209 0.024 -0.013 0.237        0.007 -0.261      

NIM   0.254 -0.148 0.288 -0.125       -0.714 0.560 -0.198     
MCAP -0.320 0.705 -0.321 -0.042       0.689 0.280 -0.288 -0.148    

FTSE  0.105 0.015 -0.124 -0.023       -0.001 0.009 -0.159 -0.058 0.150   

GDP -0.493 0.002 -0.512 0.062        0.722 -0.024 -0.109 -0.606 0.366 -0.006  
P -0.105 0.005 -0.006 -0.023       0.075 0.089 -0.161 -0.083 0.147   0.245 0.170 

________________________________________________________________________________________________________________ 

 

 ROA MS MCON LDEP          TAS EQAS CIN NIM  MCAP       FTSE         GDP 

________________________________________________________________________________________________________________ 

 

ROA 1.000           
MS 0.339           

MCON 0.099 -0.028          
LDEP -0.462 0.265 0.065         

TAS 0.026 0.592 -0.460 0.116        

EQAS 0.431 -0.090 -0.195 -0.297 -0.194       
CIN -0.425 0.044 -0.058 0.242 0.048 -0.250      

NIM  0.362 -0.136 0.363 -0.104 -0.741 0.488 -0.228     

MCAP 0.480 0.697 -0.297 -0.048 0.645 0.278 -0.283 -0.122    
FTSE -0.013 0.014 -0.137 -0.027 0.022 0.013 -0.143 -0.083 0.150   

GDP -0.138 0.005 -0.545 0.055 0.743 -0.013 -0.058 -0.640 0.335 0.020  

P 0.013 0.004 -0.050 -0.018 0.116 0.094 -0.123 -0.131 0.131 0.253 0.208 

__________________________________________________________________________________ 
 

 

Panel B: Insurance companies 
_______________________________________________________________________________________________________________ 

 ROE MS MCON TINV TAS EQAS MCAP FTSE GDP        

_______________________________________________________________________________________________________________ 

 

ROE 1.000         
MS -0.561         
MCON 0.050 -0.011        

TINV  -0.690 0.910 0.010       

TAS -0.344 0.774 0.126 0.851      
EQAS 0.128 -0.369 0.001 -0.439 -0.572     

MCAP -0.521 0.712 0.078 0.869 0.851 -0.363    
FTSE -0.039 0.045 0.088 0.041 0.014 0.074 0.054   

GDP 0.124 -0.215 0.343 0.063 0.348 -0.031 0.393 0.013  

P -0.063 0.127 -0.210 -0.031 -0.184 -0.012 -0.230 -0.106 -0.539    

________________________________________________________________________________________________________________ 

 

 ROA MS MCON TINV TAS EQAS MCAP FTSE GDP        

________________________________________________________________________________________________________________ 

 

ROA 1.000         
MS -0.692         

MCON 0.084 -0.011        

TINV  -0.746 0.910 0.010       

TAS -0.570 0.774 0.126 0.851      

EQAS 0.502 -0.369 0.001 -0.439 -0.572     

MCAP -0.543 0.712 0.078 0.869 0.851 -0.363    
FTSE 0.015 0.045 0.088 0.041 0.014 0.074 0.054   

GDP 0.152 -0.215 0.343 0.063 0.348 -0.031 0.393 0.013  

P -0.075 0.127 -0.210 -0.031 -0.184 -0.012 -0.230 -0.106 -0.539     
________________________________________________________________________________________________________________ 
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Table 3 continued 

Panel C: Investment trust firms 

_____________________________________________________________________________________________________________ 

 ROA   MS MCON     TINV      TAS         EQAS          MCAP              FTSE              GDP        

_____________________________________________________________________________________________________________ 

ROA 1.000           
MS 0.164          

MCON 0.268 0.277         

TINV  0.080 0.505 0.164        
TAS 0.084 0.530 0.167 0.990       

EQAS -0.026 -0.085 0.013 0.078 0.068      

MCAP 0.072 0.468 0.167 0.962 0.970 0.125     
FTSE -0.056 0.016 0.003 0.045 0.043 -0.027 0.044    

GDP 0.240 0.025 0.271 0.697 0.702 0.127 0.722 0.047   

P 0.004 -0.086 -0.389 -0.455 -0.467 -0.042 -0.496 -0.096  -0.554 
__________________________________________________________________________________________________________ 

 ROE MS MCON     TINV      TAS EQAS MCAP      FTSE GDP        

__________________________________________________________________________________________________________ 

ROE 1.000          
MS 0.269          
MCON 0.110 0.229         

TINV  -0.036 0.513 0.154        

TAS -0.033 0.541 0.158 0.990       
EQAS -0.137 -0.108 -0.001 0.073 0.066      

MCAP -0.044 0.474 0.154 0.960 0.969     0.120     

FTSE -0.012 0.035 0.051 0.065 0.062    -0.022       0.062    
GDP 0.060 -0.005 0.235 0.696 0.700     0.134       0.721    0.075   

P 0.148 -0.073 -0.374 -0.469 -0.480   -0.060     -0.509   -0.112 -0.560  

________________________________________________________________________________________________________________ 

 

 

Panel D: Finance companies 

_______________________________________________________________________________________________________________ 

 ROA MS MCON TINV TAS EQAS MCAP FTSE GDP        

_______________________________________________________________________________________________________________ 

ROA 1.000          
MS 0.245          

MCON 0.004 -0.207         
TINV  0.071 0.426 -0.324        

TAS -0.016 0.717 -0.385 0.701       

EQAS 0.489 -0.109 0.005 -0.288 -0.265      
MCAP 0.081 0.627 -0.477 0.416 0.730 -0.101     

FTSE 0.010 -0.041 0.057 0.020 -0.007 0.084 -0.007    

GDP 0.011 0.248 -0.779 0.404 0.523 -0.008 0.704 -0.013   
P -0.110 -0.104 0.349 -0.170 -0.219 -0.039 -0.367 -0.070 -0.500  

________________________________________________________________________________________________________________ 

 ROE MS MCON TINV TAS EQAS MCAP FTSE GDP        

________________________________________________________________________________________________________________ 

ROE 1.000          
MS 0.206          

MCON -0.029 -0.205         

TINV  0.230 0.424 -0.338        
TAS 0.015 0.719 -0.382 0.717       

EQAS -0.184 -0.116 0.011 -0.290 -0.272      

MCAP -0.006 0.650 -0.485 0.449 0.749 -0.111     
FTSE -0.072 -0.040 0.058 0.011 -0.010 0.106 -0.051    

GDP 0.000 0.248 -0.777 0.427 0.522 -0.017 0.710 -0.008   

P -0.181 -0.109 0.354 -0.175 -0.220 -0.044 -0.392 -0.067 -0.513  
_______________________________________________________________________________________________________________ 
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Table 3 continued  

Panel E: Real Estate Companies 
 

________________________________________________________________________________________________________________ 

 ROA MS MCON TINV TAS EQAS MCAP FTSE GDP        

________________________________________________________________________________________________________________ 

ROA 1.00         
MS -0.072         
MCON 0.321 0.048        

TINV  -0.261 0.341 -0.190       

TAS -0.286 0.672 0.408 0.272      
EQAS 0.030 -0.061 -0.127 -0.093 -0.041     

MCAP -0.170 0.680 0.430 0.216 0.958 0.080    
FTSE 0.051 -0.036 0.071 -0.050 -0.040 -0.014 -0.053   

GDP 0.459 -0.067 0.831 -0.339 0.344 0.042 0.381 0.062  

P -0.137 0.082 -0.264 0.314 -0.098 -0.028 -0.067 -0.202 -0.438     
________________________________________________________________________________________________________________ 

 

 ROE MS MCON TINV TAS EQAS MCAP FTSE GDP        

________________________________________________________________________________________________________________ 

ROE 1.000          

MS -0.075          
MCON 0.026 0.048         

TINV  -0.126 0.341 -0.190        

TAS -0.156 0.672 0.408 0.272       
EQAS -0.009 -0.061 -0.127 -0.093 -0.041      

MCAP -0.129 0.680 0.430 0.216 0.958 0.080     

FTSE 0.224 -0.036 0.071 -0.050 -0.040 -0.014 -0.053    
GDP -0.090 -0.067 0.831 -0.339 0.344 0.042 0.381 0.062   

P 0.050 0.082 -0.264 0.314 -0.098 -0.028 -0.067 -0.202 -0.438  

________________________________________________________________________________________________________________ 

 

 

3.4 The UK Financial System 

 

 

The UK financial system serves an important function in the efficient operation of the 

economy. The financial system is the medium that channels funds from saving units to 

investing units and thus when the financial system is disrupted by a shock which severely 

restrict the flow of funds, as occurred during the financial crisis of 2007-2009, this can severely 

affect the savings-investment cycle and, as a consequence, constrain the rate of growth of the 

real economy if financial institutions are unable to provide funds to individuals and corporate 

borrowers in a timely manner. A variety of different financial institutions operate in the U.K. 

financial system to facilitate the flow of funds between savers and users of funds. These include 

commercial banks, investment companies, insurance companies, pension funds, finance 

companies, and real estate firms, amongst others, all of which specialize in the types of deposits 

they accept and the types of investments they secure. As is well known, commercial banks 

accept deposits and lend these funds to individuals, businesses, and governments, while 

investment companies invest funds in debt and equity securities and in money market 

instruments. Pension funds pool the contributions of employees and invest these funds in 

various types of financial assets, and insurance companies receive premiums from individuals 
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which they invest in various financial assets. Finance companies obtain funds by issuing their 

own securities and loans from commercial banks, and then use these sources of funds to make 

loans to individuals and businesses. For these reasons and, more, it is important to have a 

continued understanding of the financial performance of financial institutions.   

 

 

3.5 Analysis 

 

3.5.1 Empirical results and Analysis of the UK financial sectorôs performance 

Table 4 reports the regression estimates from fitting the balanced fixed-effects panel regression 

model (1) for the financial institutions in our sample. The results are classified under four 

separate periods. First, we describe the estimates of bank performance over the period defined 

by the data (1980-2012), followed by the pre-crisis period leading up to the financial crisis 

(2002-2007), the period marked by the financial crisis (2007-2010), and the post financial crisis 

period (2010-2012). In the second part of our analysis, we utilise regression Eq. (3) to 

investigate the profitability of nonbank financial institutions for the aforementioned designated 

periods. To offer further related insights on financial institutions performance we evaluate the 

effects of their risk-taking behaviour by including a measure of risk to a set of specific traits in 

the regression specification. The motivation for looking at the risk-taking of banks, in 

particular, is due to the widely held view that the bailout expectations in the banking industry 

create moral hazard and cause banks to engage in more aggressive risk-taking behavior 

(Cordella and Yeyati, 2003; Gorton and Huang, 2004; Dam and Koetter, 2012). Therefore, the 

results will allow us to draw an inference about the effect of UK bank risk-taking behaviour on 

financial performance over the aforementioned periods. 

 The summary results of the panel regression analysis for the performance of the banking 

sector under the four periods are disclosed in Table 4 for our profit rates return on assets (ROA) 

and return equity (ROE). Our discussion indicates when the 1980 to 2012 results differ from 

those of subsequent years. Several observations deserve mention. First, the adjusted R2 for the 

regression suggests a reasonably good fit.  Second, it is apparent that market share has a positive 

and significant (5% and 1% level) relationship with our profit rate, ROE, particularly in the 

period of stable growth (2002-2007) and post crisis (2010-2012), suggesting that  banksô 

benefitted from their dominance in loan and deposit markets in profitable ways, but only under 

favourable market conditions when the UK economy experienced a rapid increase in credit, 

namely to households and to small and medium sized enterprises, which saw many bank 
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customers choosing to borrow to purchases houses or cars, to expand their business or to 

engage in new start-ups. This association argument has been reported by Smirlock (1985), 

Berger (1995), Demirgüç-Kunt and Huizinga (1999), and Abreu and Mendes (2001). Tellingly, 

loans-to-deposit ratio is statistically significant, which is not surprising, since the growing 

strength and competitiveness of mortgage banks and foreign banks in banking markets created 

pressure on banks to became more aggressive in loan markets and, in doing so, to relax their 

lending criteria when evaluating and arriving at decisions on loan requests, in preference to 

holding deposits. This result not only supports the risk-return hypothesis but it also 

demonstrates that during normal economic conditions bank managers are motivated to achieve 

higher returns through a declined loan loss rate.  

Although the banking sector is especially dominant in the area of business borrowing 

and lending, it should  be taken into account that the sector competes for much of this business 

with non-bank financial-services firms such as insurance companies, investment trust 

companies, finance companies, and real estate companies. In addition to these financial 

institutions, the banking sector is also faced with increased competition from supermarket firms 

and football clubs in some of its product areas such as, for example, the credit card market. 

Thus it is reasonable to assume that increased competition in retail financial markets offering 

financial services is likely to impact bank profitability over time. Operationally, the objective 

of a bank is to maximize shareholder wealth, which implies maximizing the margin, and 

minimizing costs. The main constraints to this endeavour are the need to incur costs to improve 

the quality of bank services, and to generate sufficient revenue in order to accommodate 

increased capital requirements, required for prudential reasons to support asset growth. A 

bankôs asset includes loans which require twice as much capital support than mortgages. Profits 

are available to bank shareholders via dividends and higher share prices, and one way of 

boosting profits has been through increases in bank assets in the form of various types of loans, 

and mortgages. Here, the influence of LDEP is seen in Table 4. An examination of the estimate 

with our profit rate, ROA, indicates that the coefficient of LDEP has a negative association, 

which is statistically significant over the 32-year period, 1980- 2012. This implies that the 

banking sector were more conservative in their lending practices, at least up until the mid-

1990s, as Figure 1 shows. As might be inferred from Figure 1, there was a continuous increase 

in total loans, this tends to correspond with the period of stable growth up until the crisis of 

2007-2009 when, owing to the inability of banksô to obtain the necessary short-term liquidity 

to fund new loans as well as the necessity to repair balance sheets affected from the deep sell-
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off of securities declined. It is also clear that the improving trend in deposit taking was not 

enough to prevent banks from needing to bridge the gap between loan advance and deposit 

taking by raising much of what they would need to fund new consumer loans in the wholesale 

money markets, albeit at a higher rate, or from liquidity assistance from the Bank of England. 

Figure 1: Total Loans and Total Deposits UK Banking Sector 1980-2012 

 

    

Regarding the influence of total assets or bank size, the coefficient of4a indicates a 

negative association with our profit rates (ROE/ROA) during the period of growth, indicating 

a statistically significant association at the 10 per cent level. This is consistent with the reported 

findings of Smirlock (1985), Molyneux and Forbes (1995), Kosmidou et al. (2005), and 

Pasiouras and Kosmidou (2007), which found total assets to be negatively correlated with 

profitability. Moreover, since 4a provides an estimate of the impact of size, it appears that  

banks were unable to profitably exploit their size advantage through their reliance on improved 

bank technology in branches, increased online presence, and or mobile banking services doing 

more business. This may be attributable partly to the banks earning lower margins and thus 

reduced profitability at a time when they diversified their product range and grew more rapidly 

than in the previous period. It may also be due to the banking sector being more highly 

concentrated owing to the progressive reduction in the number of banks and bank branches, 

and an increase in contestability in the banking sector. This finding can be explained by the 

market concentration coefficient 2awhich seems to validate the Structure Conduct 

Performance (SCP) hypothesis and indicates, moreover, a statistically significant and positive 
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relationship with the Herfindahl index with our profit rate (ROA). This finding is in line with 

the results reported by Molyneux and Thornton (1992), Demirgüç-Kunt and Huizinga (1999), 

Goddard et al. (2004 and 2004b), Pasiouras and Kosmidou (2007) which report the limited 

contestability of the UK banking sector where a few major banks are known to have dominant 

presence in bank credit markets.  

Interestingly, the net interest margin coefficient 
10a reveals a statistically significant 

and positive relationship during the period of stable growth, which is not surprising since the 

banking sector would be expected to see an increase in the rate of growth in the demand for 

new loans and other banking products, and thus increased profitability. We also recognize that 

increased profitability may also reflect the effect of sound capital management practices, in 

addition to rising income from interest bearing assets than the cost of interest paid to depositors. 

In general, banks tend to have substantially higher net interest margins, and our results suggest 

a statistically significant negative relationship with NIM during volatile years. The variable 

would appear to be a key driver of bank performance as it defines the traditional operation of 

a bank and of a banks capacity to manage deposits and loans. Figure 1 also suggests a 

divergence in loans and deposits during the years 2005-2008, after which loan advance and 

deposit taking begins to narrow, which explains the negative association with our profit rates 

during the crisis and post-crisis period.  

Looking at the effects of capital strength (EQAS), which is one of the main 

determinants of financial performance. The estimate reported in Table 4 indicate that the 

coefficient, 5a , is statistically significant. In particular, there is a positive association of EQAS 

with our profit rate during the 32-year period, the period of growth, as well as during the 2002-

2007, 2007-2010, and 2010-2012 periods when bank capital came under pressure. This finding 

also suggests that well capitalised UK banks have the capacity to reduce the risk of bankruptcy, 

or were confident in the belief they could rely on the Bank of England, as the lender of last 

resort, for funding support in the event of severe financial distress which, in turn, allowed them 

to take advantage of their position ï one that allowed them to keep funding costs low, while at 

the same time maintaining higher margins and higher levels of profitability. Previous research 

reports a positive relationship between equity asset ratio and profitability. For example, Berger 

(1995), Demirguc-Kunt and Huizinga (1999), Staikouras and Wood (2003), Goddard et al., 

(2004), Kosmidou et al., (2005) and Pasiouras and Kosmidou (2007) examine the financial 

performance of banks in different markets and report a positive relationship between equity 

asset ratio and profitability.  
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Looking at bank cost to income ratio (CIN), indicates the extent to which improvements 

have been achieved in operational efficiency through reductions in operating costs: personnel, 

information technology and other costs. Our estimation reveals that the coefficient 
11a  is 

negative and significantly different from zero during the pre-crisis period, which is consistent 

with the reported findings of Pasiouras and Kosmidou (2007). This decline in bank CIN reflects 

a number of factors. Namely the adoption of new technologies which allowed the banking 

sector to focus on reducing high-cost, low-value operation which resulted in the contraction of 

bank branches, combined with the focus of on online and mobile banking. In addition, the 

restructuring of operations and the gradual upgrading of bank technology more generally, 

allowed the banking sector to provide more time saving banking services to customers, while 

improved back-office processes such as loan approvals, and information processing and 

management, enabled the sector to counteract the effects of increased competition on 

profitability. A further potential explanation for the decline in CIN is that mortgage lending 

represents a high share of a banksô total lending, and because housing mortgages are more 

homogenous than business loans, the cost of distributing them is likely to have benefited more 

from technological advances than business lending or relationship-based financial services. 

This also suggests that there may be diseconomies of scope for the banks ï that is, average 

costs increase as they diversify outside of commercial banking services. 

Concerning the impact of stock market capitalization (MCAP) on bank profitability, it 

is observed that the coefficient is negative over the 32-year period. During the period under 

study it is observed that the impact of stock market capitalization is also negative with bank 

sector profitability during the pre-crisis period, implying that during the pre-crisis period the 

UK stock market provided substitution possibilities to potential borrowers. Figure 2 shows that 

MCAP increased over time. For instance, from 2002-2007 (a period of stable growth without 

a banking crisis), market capitalization increased steadily, before declining during the crisis, 

and rising during the post-crisis period. An important element to take into account also is the 

coefficient of the stock market (FTSE) which has a positive and significant impact on 

profitability over all periods. One interpretation of this is that since banks are listed on the stock 

market, a rise in the FTSE index is likely to strengthen not only their financial position but also 

the financial sector of the economy. Moreover, the increase in banking activities contributes to 

enhance profitability, and this is reflected in the stock price of banks. As we can see from our 

estimation results, the coefficient of this variable is statistically negative and significant with 
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our profit rate, ROE, during the 32-year period, and during the post crisis period. It seems, from 

the estimates, that shareholders were seeking to maximize value. 

 

Figure 2: ROA ROE MCAP Average UK Banking Sector 1980-2012 

 

 

Another factor, which may explain the profitability of the UK banking sector, are the rate of 

growth of national income as reflected by the coefficient GDP, which exhibit a positive 

relationship over the 32-year period and during the pre-crisis period with our profit rates 

ROA/ROE, when the UK economy experienced a period of stable growth.  During this period, 

demand for financial services can be expected to grow as the UK economy expands and society 

at large becomes more prosperous. Thus the finding is not unexpected since the positive 

association between GDP and profitability suggests that higher rates of growth provides an 

incentive for banks to relax their lending criteria so as to be able to profit from the increased 

demand for loanable funds from the business sector in their quest to seize new investment 

opportunities or plant expansion, as well as to be able to offer more reasonable loan rates for 

the household sector to satisfy their demand for loans of various types, the largest of which is 

residential mortgage loans, as competition increase. Such demand, to the extent that they 

provide banks with the opportunity to increase profits, may actually strengthen incentives to 

expand credit at a time when business and consumer confidence is high in the UK economy. 

Furthermore, GDP growth can be expected to reduce the probability of default owing to lower 
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rates of bankruptcies and unemployment, which increase the willingness on the part of banks 

to advance newer business and consumer loans. This finding is consistent with the findings of 

previous studies examining the financial performance of banks such as, for example, Goddard, 

et al. (2004a), Kosmidou, et al. (2005) and Pasiouras and Kosmidou (2007). However, we 

should note that the coefficient indicates a negative relationship with our profit rate during the 

crisis and post crisis period when the UK economy slowed, but most noticeably the coefficient 

exhibits a positive and significant relationship with ROE during the periods under study.  

The inflation coefficient (P),
10a , has a positive and significant effect on our profit rate 

during the 32 year period and during the post-crisis period, suggesting that the level of inflation 

was anticipated over the period.  It also indicates that during the post crisis period, a 1 per cent 

increase in the price level result in an increase in profitability by 0.014 per cent, because when 

inflation is anticipated it therefore offers the banking sector the scope to adjust their interest 

rates, resulting in revenues that increases at a much faster rate than costs, and thus a positive 

effect on profitability. However, the inflation coefficient is negatively related to profitability 

during the pre-crisis and economic and financial crisis period, implying that the levels of 

inflation were unanticipated by the UK banking sector. This implies that banks were slow in 

adjusting their interest rates, which resulted in a faster increase in bank costs than bank 

revenues, with a negative impact on profitability. The negative sign of our inflation coefficient,

9a , also confirms Abreu and Mendes (2001) observation as there is a negative relationship 

with our profit rate. This would seem to suggest that inflation was unanticipated by the UK 

banking sector and, as result, may have led to bank costs being in excess of revenueôs due to 

rates offered being unadjusted for and thus having a negative effect on profitability.   
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Table 4: Balanced fixed-effects panel regression Ƅ Empirical estimates for banking firms 

0 1 2 3 4 5 6 7 8it MS MCON LDEP TAS EQAS MCAP FTSE GDPp a a a a a a a a a= + + + + + + + + 

     9 10 11 tP NIM CINa a a e+ + + +                                                              

__________________________________________________________________________________________ 

Dependent ROA ROA ROA ROE ROE ROE  

Variable 2002-2007 2007-2010 2010-2012 2002-2007 2007-2010 2010-2012 

__________________________________________________________________________________________ 

MS 0.9519 0.4195 -0.3630 0.2950 0.0259 0.3120 

 (1.9458)* (1.1153) (-0.8153) (1.2231) (0.2631) (1.9212) 

MCON 2.9034 -0.8720 2.1976 -0.5808 -0.1433 0.5337 

 (3.1556)*** (-0.5698) (0.7950) (-1.2802) (-0.3577) (0.5294) 

LDEP -0.6249 -0.7247 -0.0556 0.3530 0.4636 1.1241 

 (-1.0844) (-0.6928) (-0.0340) (1.2426) (1.6939) (1.8874) 

TAS -0.7826 -0.9494 0.1666 -0.3811 -0.2886 -0.9133 

 (-2.2284)** (-1.5361) (0.1692) (-2.2006)** (-1.7842)* (-2.5436) 

EQAS 0.6026 0.1788 2.2474 -0.0194 -0.1287 0.0871 

 (1.2324) (0.2353) (1.4985) (-0.0802) (-0.6473) (0.1592) 

CIN -1.6135 -0.4776 -2.4970 -1.1442 0.0121 -0.4819 

 (-1.2954) (-0.4388) (-0.6363) (-1.8631)* (0.0425) (-0.3367) 

NIM  0.7449 0.7000 -0.0950 -0.2920 -0.6706 -0.4288 

 (1.8698)* (1.1373) (-0.1147) (-1.4865) (-4.1636)*** (-1.4194) 

MCAP 0.6337 1.1439 0.7993 -0.0634 -0.3627 0.3587 

 (2.7040)** (1.7843)* (1.0294) (-0.5486) (-2.1622)* (1.2667) 

FTSE 0.5318 0.1406 0.0776 -0.0819 0.0629 -0.1562 

 (2.8794)*** (0.5093) (0.1760) (-0.8995) (0.8710) (-0.9717) 

GDP 0.6860 -0.7242 -2.9635 0.7172 1.3877 1.0667 

 (0.5264) (-0.4522) (-1.2710) (1.1163) (3.3120)*** (1.2545) 

P -0.1730 0.5805 -0.7092 -0.1430 0.1876 0.8059 

 (-0.8084) (0.8247) (-0.6143) (-1.3556) (1.0186) (1.9141) 

 

R2 0.673 0.504 0.715 0.541 0.851 0.785  

___________________________________________________________________________ 
t-Values in parenthesis. * Coefficient is statistically is significant at the 10% level. ** Coefficient is statistically significant at the 5% level. 

*** Coefficient is statistically significant at the 1% level. 
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Table 4 Continued: Balanced fixed-effects panel regression Ƅ Empirical estimates for 

banking firms 

___________________________________________________________________________ 
Dependent ROA ROE 

Variable 1980-2012 1980-2012  

__________________________________________________________________________________________ 

MS -0.1769 0.1064  

 (-1.6971)* (2.2758)**  

MCON 0.6212 0.0220  

 (1.6563)* (0.1309)  

LDEP -0.9674 0.3356  

 (-3.5235)*** (2.7431)***  

TAS 0.1142 -0.2590  

 (0.9017) (-4.5583)***  

EQAS 0.2777 -0.1416  

 (1.8146)* (-2.0617)**  

MCAP 0.3367 0.1160  

 (3.4222)*** (2.6274)***  

FTSE 0.1949 0.0349  

 (2.3424)** (0.9466)  

GDP -0.8312 0.2407  

 (-2.4378)** (1.5729)  

P -0.1163 -0.0169  

 (-0.9171) (-0.2978)  

R2 0.238  0.219 

__________________________________________________________________________________________ 
t-Values in parenthesis. * Coefficient is statistically is significant at the 10% level. ** Coefficient is statistically significant at the 5% level. 

*** Coefficient is statistically significant at the 1% level. We were unable to obtain consistent data from 1980-2012 for variables Cost-to-
income ratio and Net interest margin. 

 

The results of the estimation of Equation (3) are illustrated in Table 5 for non-bank 

financial institutions: insurance companies (Panel A), investment trust companies (Panel B), 

finance companies (Panel C), and real estate companies (Panel D). First, the insurance sector 

plays an important and specialized intermediary role in the UK economy. Therefore, their 

financial performance is very critical to the health and growth of the general economy. Given 

the importance of the insurance sector to the wellbeing of the economy, knowledge of the 

underlying factors that influence the insurance sectorôs performance is essential not only for 

the managers of the insurance companies, but for numerous stakeholders such as the central 

banks, the British Association of Insurance Brokers (BAIB), governments, and other financial 
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authorities. Knowledge of these factors would also be helpful to help the regulatory authorities 

and insurance managers formulate going forward policies for improved performance of the 

insurance sector. 

It is observed from Table 5, Panel A, which shows the regression estimates for the 

insurance sector, that the model applied, given the values of R2, was a good fit. If we focus on 

the overall period 1980-2012, it is observed that the coefficient of market share (MS), 
1a , is 

statistically insignificant. This means that over the 32-year period the insurance sector 

experienced a decline in its share of the insurance market which influenced our profit rate, 

ROA, and thus the insurance sectorôs profitability. The negative t-value (-0.5707) means that 

the sectorôs declining market share impacted profitability negatively. This is due to the 

increased presence of UK commercial banks and other depository institutions in the household 

and motor insurance markets, as well as from the entry of foreign-owned insurers in life 

business, pensions, health, annuities, and other products as the insurance market opened up in 

the wake of deregulation and liberalisation. Regarding the pre-crisis period 2002-2007 when, 

in particular, the UK economy benefitted from stable rates of growth, we find that market share 

is statistically significant and positively related to ROA. This implies that during the 5-year 

period the insurance sector benefited from the expansion of the UK economy, which saw a rise 

in the level of business activity and employment, leading to an increase in the demand for 

business, mortgage, car loans, loans for other high priced ticket items, increased travel, and the 

purchase of insurance cover linked to these products. In addition to employment insurance 

cover. Consequently, these will have contributed to a higher profitability. For the period 

represented by the economic and financial crisis, 2007-2010, which saw the UK economy 

recoiled from its growth path, we see that the coefficient on our profit rate is statistically 

insignificant and negatively related to ROA. This means that the decline in demand for the 

main business lines of commercial banks and other depository institutions and, in turn, a 

reduced demand for insurance products in the insurance markets, as well as the rise in claims, 

on for example, employment protection insurance, payment protection insurance (PPI) and for 

other insured risks; as a result profitability decreased. Further, according to the sign of the 

coefficient for the period following the economic and financial crisis, 2010-2012, market share 

is positively related to our profit rate, ROA, indicating improving UK economic conditions and 

insurance markets from which the insurance sector benefitted profitably., the MS coefficient is 

statistically significant and positive for our profit rate, ROE, during all sample periods.  
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It is interesting to note that the effects of the market concentration (MCON) coefficient,

2a , for the period 1980-2012 is significant in explaining the insurance sectors profitability and 

thus does not support the Structure Conduct Performance (SCP) hypothesis. This is evidence 

that the insurance sector became less concentrated and more competitive over the 32-year 

period as the insurance market opened up, and as the global economy shift towards an ever 

increasing globalized financial market environment. This also demonstrates that the 

competitive pressures from the UK commercial banks that diversified their business by 

establishing their own insurance companies affected the sector in some market segments (e.g. 

household and car insurance markets) in which the increased competitiveness of these business 

organizations brought about an erosion of profitability. It is also worth noting that according to 

the SCP hypothesis, insurance companies in highly concentrated markets tend to collude and 

therefore earn monopoly profits, which is not supported. We also find that the coefficient has 

a negative and significant relationship with our profit rate during the pre and post crisis periods. 

In terms of the impact on ROE, 2a , is observed to have a positive and significant effect on 

profitability during the 32-year period, the period 2007-2010, and 2010-2012, except for the 

period 2002-2007 where the coefficient has a significant and negative impact on profitability. 

The interaction with the investment (TINV) coefficient, 3a , reveals a negative and significant 

relationship with profitability. One possible interpretation of this result is that the investment 

portfolio did not yield sufficient investment income to offset the insurance sectors pay-out 

obligations on claims over the period under study, as both ROA and ROE is consistently 

negative. We should also note the low interest rate environment also helped to contribute to the 

low return on investment and thus profitability. Another interesting and significant observation 

is that the sign of the TAS coefficient,4a , is positively correlated with profitability over all 

periods, except for the period of stable growth where TAS has a negative and significant impact 

on our profit rate, ROA. This suggests that over the 5 year period a 1 per cent increase in 

company size decreased profitability by 0.07 per cent, mainly for two reasons. First, assets 

yielded increasingly low returns, and secondly, the increasing longevity of policy holders. The 

estimates also shows that the relationship between the equity to asset (EQAS) coefficient, 5a , 

and profitability is positive and statistically significant during all periods. In this vein, it could 

be argued that the insurance sector remained in sound financial condition mainly by reducing 

the drain on capital and by managing their business more efficiently. Moreover, since a strong 

capital structure is essential for the insurance sector, it provides additional strength to 

underwrite risk, and the ability to withstand increased claims as and when unexpected events 
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occur. The coefficient of EQUAS does however indicate a negative and positive consistency 

with ROE during the period of stable growth, as well as during the economic and financial 

crisis, and the post crisis period.  

The statistics also show that market capitalization (MCAP) has a positive and 

significant effect on the insurance sectorôs profitability over all periods. The coefficient, 
6a , 

indicate that over the 32-year period a 1 per cent increase in MCAP increased the profitability 

of the sector by 0.03 per cent. It implies that for the period under study it is observed that the 

impact of stock market capitalization is also negative with profitability, implying that during 

the pre-crisis period the London stock market offers substitution possibilities to potential 

buyers of premium. We also find that although the coefficient,6a , is highly significant and 

positively related to ROA during the period of stable growth, and during the post-crisis period, 

it was negative and positively related to ROA during the economic and financial crisis. The 

negative and significant relationship between MCAP and ROE during the 32-year period, and 

during the period of growth implies that the insurance sector did not utilise its equity fully. 

MCAP does however show a positive and significant relationship with ROE during the 

economic and financial crisis, and post crisis period. In addition, the sign of the FTSE 

coefficient, 7a , is negative and significant during the 32-year period, and the period of stable 

growth indicating there is a negative relationship between stock market strength and insurance 

sector profitability, while the variable is positive and significant with ROA during the period 

of economic and financial crisis, and in the post-crisis period. The positive relationship between 

the UK stock market and insurance sector profitability rather suggests that there are 

complementarities between the recovery of the stock market and the insurance sectorôs 

recovery as the stock market and the insurance sector recovered from the impact of the 

economic and financial crisis. According to the sign of the variable our profit rate, ROE, there 

is a negative and positive relationship with ROE during the period under study. 

 Referring to the impact of GDP, 8a , is positively related to the financial performance 

of the insurance sector during the 32-year period and during the period of stable growth, while 

the variable shows a negative and positive relationship with ROA during the crisis and post-

crisis period. We also find that the coefficient of GDP has a positive sign with ROE during all 

periods which suggests the sector was able to expand and maintain its competitive position in 

bank markets where it became increasingly harder to increase profitability. Finally, the 

evidence for the impact of inflation on our profit rate ROA/ROE is irregular and not persistent. 
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For example, the variable indicates a negative and positive consistency with ROA during the 

period of stable growth and during the economic and financial crisis, before returning to be 

positive and significantly related to ROA during the post-crisis period. The results also indicate 

that the price variable has a negative and significant relationship with our profit rate ROE 

during the 32-year period, and during the period of stable growth, positive during the crisis-

period, and positive during the post-crisis period.  

The results of the estimation of the fixed-effects specification for the investment trust 

sector are reported in Table 5, Panel B. Investment trusts are an important medium for enabling 

small UK investors that want to channel their savings into capital market investments, so as to 

benefit from portfolio diversification to reduce risk. It is clear from the low R2 that the model 

constructed is not a perfect fit and that the variables selected are perhaps not the most important 

drivers of investment trust sectors financial performance. The market share coefficient, 1a ,  

has a negative sign with our profit rate over the 32-year period, as well as during the period of 

stable growth and the crisis period,  but is found to be positive related to profitability during 

the post-crisis period. There are several reasons for this finding. First, growth returned to the 

UK economy and with it higher rates of employment. Second, the low interest rate on savings 

product offered by the commercial banks and other depository institutions, induced bank 

customers to place their savings in the hands of money managers rather than to deposit them 

in bank saving products. Third, the capital markets were increasingly regarded as a much better 

performing alternative to bank savings account with the potential for investors to earn higher 

rates of return. Investment trusts are able to offer small investors the opportunity to benefit 

from portfolio diversification and the professional expertise of fund managers was another key 

factor. We also find that the coefficient is negatively associated with ROE for the 32-year 

period, and for the growth period, but is positively correlated with our profit rate during the 

crisis and post-crisis period. As we can see from our estimation results, this variable is negative 

and significant for all periods, indicating that there is a negative relationship between market 

concentration and profitability, which supports the structure conduct performance hypothesis. 

On the other hand, it is plane that the coefficient,2a , is positively related to ROE for the 32-

year period, and for the period of growth, but there is a negative and positive relationship during 

the crisis and the post-crisis period.   

The return on investments,3a , has a positive and significant effect on investment trusts 

performance for all designated periods. In particular, the estimates indicate that during the 
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period of growth a 1 per cent increase in investment caused investment trusts performance to 

increase by 0.16 per cent. The possible reason for this positive effect is that the investment 

strategies adopted by fund managers during periods of stable growth, as well as during the time 

of turmoil and the post-crisis period delivered stellar returns in an environment of increasing 

volatility and uncertainty in global markets. For example, during the period 2002-2007 UK 

shares priced in quite a lot of good news about the strength of economic growth and, as a result, 

the London stock market witnessed a continued rise not only in the price of stocks traded, but 

also in the marketôs indexes. Over this period the FTSE 100 index powered ahead, ending 2002 

at 3940, 2004 at 4814, and 2005 at 5619. These highs were surpassed in 2006, when the index 

ended the year at 6221 and, after hitting its highest level of almost 7000 in 2007, it ended the 

year at 6457. As a consequence of the global financial and Eurozone debt crisis which created 

downward pressure on economic growth and resulted in declines in various stock market 

indexes, the market ended 2008 at 4434. This was bettered when it ended 2009 at 5413, and 

2010 at 5900. As a result of the infusion of liquidity into the UK banking system and other 

economic stimulus measures applied by the UK government and the Bank of England, which 

led to an improving economy ï with low interest rates and low inflation - which provided a 

positive outlook for UK companies, the market ended 2012 at 5898. Therefore, the relationship 

between investment returns and investment trust performance is positive. The investment 

variable is also positively associated with our profit rate ROE for all periods, except for the 

crisis-period, where the coefficient has a significant and negative effect on performance. This 

result might be driven by the steep fall in global stock markets, and the market capitalization 

recession that followed, which ultimately affected the financial performance of investment 

trusts.  

The coefficient of total assets, our size variable, is positive and significantly related to 

our profit rate, ROA, for all periods, except for the post-crisis period. This result shows that 

investment trusts were able to benefit not only from the sizeable fund under management but 

also from diversification possibilities and the gradual strengthening of the economy. For the 

larger the size of the investment portfolio, the more profitable the investment trust sector, which 

supports the risk-return hypothesis. On the other hand, the coefficient is negatively and 

positively related to ROE for all periods, except for the post-crisis period. We also see the effect 

of EQAS on investment trust performance, which indicates a negative and significant 

relationship during the 32-year period with our profit rate, ROA, but is positive and significant 

for all other periods. We interpret this to indicate that since capital is a measure of investment 
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trust risk, which may have a questionable effect on investment trust financial performance, it 

seems that well-capitalized investment trusts are perceived by small investors to be much safer 

havens for their savings, and thus were incline to entrust their savings to managers of funds 

with a strong capital base. In contrast to the estimates for ROA, differences exist related to 

ROE. The coefficient,
5a , has a positive and significant effect on profitability for the 32-year 

period, but reveals a negative and significant relationship with ROE for all remaining periods. 

Our estimates show that the coefficient of market capitalization has a positive and significant 

effect on investment trust performance for all periods, except for the crisis-period for ROA, 

but indicates a negative and significant relationship with ROE for all periods, except for the 

post- crisis period.  

The sign of strong stock market growth and strength is positive and significant for all 

periods for our profit rate ROA/ROE, except for the period 2002-2007 for ROA, indicating a 

positive relationship between stronger stock market growth and investment trust performance. 

This results in an increase in savers putting their savings under the management of investment 

trusts which, as a result, contributed to higher financial performance. The positive relationship 

between strong stock market growth and investment trust performance would seem to suggest 

that there are interrelating benefits between the growth and strength of the stock market and 

investment trust performance. 

On the macroeconomic front which helps to explain how successful the investment 

strategies adopted by fund managers interact with the environment. It is observed that GDP is 

negatively related to the performance of investment trusts over all periods, except for the crisis-

period for ROE. This result is surprising, particularly in view of the strong GDP growth 

experienced by the UK economy during the periods under study, which would be expected to 

have resulted in investment trust seeing an increase in demand for their services, and thus 

improving financial performance. It is observed that inflation is positively related to investment 

trusts performance during the periods under study, except for the 32 year period, with our profit 

rate ROA, implying that during the period of stable growth, the crisis-period, and the post 

crisis-period, the levels of inflation was anticipated by investment trusts.  

Concerning the financial performance of finance companies which also play an 

important role not only in business and household lending and credit, but also in the higher 

purchase market, the market for the leasing of machinery, motor vehicles and various types of 

equipment, their financial performance is of vital importance to the real economy and to policy 
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makers. The empirical results from the fixed effects model are presented in Table 5, Panel C. 

It is evident from the R2 that the model is a good fit overall. The results show that market share 

is significant and positively related to finance company performance for our profit rate, ROA, 

for all periods, suggesting that finance companies benefitted from efficiency gains, particularly 

with regard to the evolution of performance. For example, the economic conditions in credit 

markets and the period over the crisis and post crisis-period created pressure on finance 

companies to drive down cost, and to invest more in IT technologies, which made their products 

more attractive to customers. This trend is also reflected in ROE, except for the post crisis 

period, which indicates a negative and significant relationship with performance. We interpret 

this to indicate a decrease in the share of finance companies in business and household loans 

and credit as a result of the feverish UK economic conditions following the deep recession, the 

indebtedness of UK households, the slow recovery of the UK housing market, in addition to 

tougher market conditions which impacted market share and thus dampened finance companies 

profitability.  The positive and significant impact of MCON on ROA during the periods 

examined, except for the post-crisis period, suggest that the sector experienced some change 

from the point of view of concentration with a decrease in the number of finance companies. 

As is evident from the sign of the coefficient,2a , there was a clear concentration of business 

and household loans and credits during the post-crisis period, which reflected the credit crunch 

in the UK during this period. Further, the sign of MCON indicates a positive and significant 

relationship with ROE during the 32-year period, and the period of growth, but indicates a 

negative and significant relationship with ROE during the crisis and post-crisis periods.  

Regarding the impact of investment, it is positively related to the profitability of finance 

companies, indicating a positive relationship between ROA and the returns from investments 

in stocks, fixed income securities, and other investments, except for the post-crisis period 

which shows a negative and significant relationship with ROA. One explanation of this result 

is that the decline in economic growth, the low interest rate environment, and lower dividend 

receipts, resulted in the portfolios of insurance companies yielding much lower return. The 

trend reflected in the impact of investment on ROA is also reflected in ROE during the periods 

under study, except for the post-crisis period and reflects the uncertainties concerning whether 

the economic recovery will be sustainable and whether the continued speculation surrounding 

the Eurozone debt crisis will disappear.  
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The relation between the size variable,
4a , and finance company performance is 

negative and significant for all sample periods, while it becomes positive and significant during 

the post-crisis period.  It should be mentioned that the effect of size follows a similar trend for 

ROE. Unsurprisingly, the ratio equity to total assets contributes to the performance of finance 

companies as the relatively positive and significant coefficient shows during all period for 

ROA. Probably, the main reason is that well capitalized finance companies were able to signal 

their capital strength, which enabled them to face lower risks of financial distress and, in doing 

so, to reduce their funding costs. It is notable that the EQAS coefficient,
5a , is positive and 

significant for our profit rate ROE during all periods, except for the 32-year period. The 

coefficient of market capitalization,
6a , is found to have negative and significant effect on 

finance company performance for the periods under study, except for the period of stable 

growth. The estimate shows that a 1 per cent increase in market value will increase profitability 

by 0.12 per cent due to the aggressive expansion of business activity in its main niche markets 

and which helps to enhance firm value. We find that the stock market coefficient, 7a , has a 

negative and significant impact on ROA during the periods examined, while having a positive 

impact on ROE for all periods, except for the post crisis period.   

We further observe that GDP has a negative and significant impact on finance company 

performance during the 32-year and post-crisis period, but the coefficient, 8a , is positive and 

significant during the period of stable growth and during the crisis period. The reason for this 

result is that the demand for business and consumer loans, higher purchase agreements and 

other credit contracts increased during the period of economic growth, as well as during the 

period of the financial crisis, which resulted in an improvement in the financial performance 

of finance companies. With regard to inflation, the sign of the coefficient,9a , is negative and 

significant for the 32-year and crisis-period, but shows a positive and significant relationship 

with ROA during the period of growth and the post-crisis period. This result indicates that 

during these periods inflation was fully anticipated by finance companies managers who, in 

turn, adjusted lending and credit rates, and rates on higher purchase agreements to reflect 

conditions in these markets.  

We now turn to the performance of real estate firms which, over the period of the 

present study, has been spurred by the stable growth of the UK economy and by the favourable 

conditions in financial markets prior to the onset of the global financial crisis. Before we 



92 
 

evaluate the financial performance of real estate firms, a definition of the activities of real estate 

firms is necessary. Broadly speaking, real estate firms are real estate investment trusts that 

allow individual and institutional investors to invest in portfolios of large scale properties. The 

main categories of real estate investment are in industrial, office, and retail properties, although 

funds are sometimes allocated in other categories of the market such as leisure and residential 

properties. The performance of real estate firms is of particular interest to fund managers, 

particularly insurance and pension funds with considerable allocations in commercial real 

estate, as it is to the UK government and the regulatory authorities who closely monitor the 

sector, especially given the sensitivity of participants to changes in interest rates.  

The analysis of real estate firmôs financial performance is reported in Table 5, Panel D, 

which confirms a number of findings with our profit rates ROA/ROE. First we note the 

explanatory power of the modelôs R2 is weak. Second in evaluating the estimates of the fixed 

effects model, we find that the relationship between market share, 1a, and real estate firmôs 

performance is positive and significant during the periods studied for our profit rate ROA/ROE. 

The relationship between real estate company financial performance and market concentration,

2a , is negative and significant for all designated periods, except for the crisis period, which 

shows a positive and significant relationship with ROA. The coefficient also shows a negative 

and significant impact on real estate performance during the period of growth and the crisis 

period, except for the 32-year and post crisis period. One of the striking results is the negative 

relationship between investment and our profit rate, ROA, during the periods examined, except 

for the crisis period. For example, we would expect investment to a have positive impact on 

performance during the period of growth, one that was accompanied by a rising equity market. 

Thus a higher share of equity investments coupled with increasing returns on the market would 

be expected to impact performance.  Compared to ROA, we find that the coefficient, 3a , is 

negative and significant for the 32-year period and the crisis period, but shows a positive 

relationship with ROE during the period of growth, and the post crisis period.    

The size variable coefficient, 4a , is significantly and negatively related to our profit 

rate, ROA, during the periods examined, except for the growth period, which is positive and 

significant. We interpret the significance of size as an indication of higher efficiency of larger 

real estate firms operating in a sector, which is dominated by a few large companies. The sign 

of the coefficient also shows a negative a significant relationship with ROE during all periods, 

except for the post crisis period.  
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A positive and significant relationship is observed between the EQAS coefficient, 
5a , 

and ROA during the 32-year and growth period, but is negative and significant during the crisis 

and post crisis period. The positive coefficient does rather suggest that equity to assets is 

positively related to the financial performance of real estate companies and, moreover, that 

well capitalized real estate firms face lower costs of financial distress and, in consequence, 

were able to manage their funding needs without having to rely on external funding.   

Interestingly, the sign of the market capitalization coefficient,
6a , is negative with 

respect to our profit rate, ROA, for all different periods, except for the post-crisis period. Thus 

the level of capitalization per se is not a strong indicator of real estate firmôs performance with 

the overall period and the period of growth. This trend is not reflected in the sign of the 

coefficient, 6a , which shows a negative and significant relationship with our profit rate, ROE, 

during the periods studied. The coefficient of the FTSE,7a , our stock market measure, is 

negative and significant for the period of growth and the crisis period, but is positive and 

significant during the 32-year and post-crisis period. The findings show that the sign of the 

FTSE coefficient, 7a , is positive and significant during the period of growth and the crisis 

period, but is negative and significant with ROE during the 32-year and the post crisis period. 

The results, somewhat surprisingly, indicate a statistically and economically 

insignificant relation between GDP and our profit rate, ROA, during the periods studied. For 

example, we would expect an increase in demand for commercial and other categories of 

property during the period of economic growth to increase, and to ultimately result in 

improvements in the financial performance of real estate firms. We would also expect the 

results to go in the same direction during the post-crisis period in light of the measures applied 

by the UK government, and the Bank of England to stimulate the economy. The coefficient,8a

, turns out to be positive and significant with ROE during all periods, except for the period of 

growth. We note immediately the positive relationship between inflation and the performance 

of real estate firms during the periods examined, except for the period of the financial crisis. 

We interpret this result as evidence of the ability of real estate companies to forecast inflation 

and, in so doing, to take a view on the future direction of interest rates. The sign of the inflation 

coefficient, 9a , indicate a negative and significant relationship with our profit rate, ROE, 

during all periods, except for the 32-year period. This result is expected, and reaffirms the 
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ability of real estate firms to forecast inflation and to interpret the possible direction of interest 

rates.  
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Table 5: Balanced fixed-effects panel regression Ƅ Empirical Estimates non-bank Financial Institutions  

0 1 2 3 4 5 6it MS MCON TINV TAS EQAS MCAPp a a a a a a a= + + + + + + 7 8 9 tFTSE GDP Pa a a e+ + + + 

Panel A: Insurance companies 
__________________________________________________________________________________________________________________________________ 

 

Dependent ROA ROA ROA ROA ROE ROE ROE  ROE 

Variable 1980-2012 2002-2007 2007-2010 2010-2012 1980-2012 2002-2007 2007-2010 2010-2012 

____________________________________________________________________________________________________________________ 

MS -0.0861 0.2373 -0.3027 0.1789 0.8664 0.6964 0.2580 1.1535 

 (-0.5707) (0.7116) (-0.9166) (0.6081) (2.1243)** (0.6148) (0.1860) (1.7440) 

MCON 0.0508 -2.4311 -0.6634 -0.6165 1.0092 -0.7967 2.3861 0.0079 

 (0.1246) (-1.3799) (-1.0641) (-1.4128) (0.9152) (-0.1331) (0.9116) (0.0080) 

TINV  -0.3192 -0.4177 -0.2635 -1.0443 -1.5162 -1.5706 -0.5013 -2.8085 

 (-2.8360)*** (-1.7761)* (-1.2366) (-4.8180)*** (-4.9842)*** (-1.9657) (-0.5603) (-5.7639)*** 

TAS 0.2531 -0.0697 0.2792 0.3770 1.6576 0.7097 1.9541 2.3490 

 (2.6324)*** (-0.2967) (0.6758) (1.2965) (6.3782)***  (0.8891) (1.1266) (3.5935)*** 

EQAS 0.3875 0.1544 0.5199 0.5639 -0.2601 -2.0762 -0.3890 -0.4287 

 (5.2696)*** (0.6163) (1.7033) (2.7258)** (-1.3089) (-2.4398) (-0.3035) (-0.9217) 

MCAP 0.0267 0.1066 -0.0804 0.5733 -0.0697 -0.2525 1.1857 1.2670 

 (0.3134) (0.4543) (-0.3717) (4.2950)*** (-0.3029) (-0.3168) (1.3065) (4.2221)*** 

FTSE -0.1860 -0.3555 0.0334 0.6096 -2.0487 -1.0227 -3.6005 -0.7512 

 (-1.0927) (-0.8314) (0.0817) (1.7816) (-4.4524)*** (-0.7041) (-2.0975) (-0.9766) 

GDP 0.3489 1.1457 -0.4538 -0.0405 2.8175 4.2951 3.6465 1.1365 

 (1.1456) (1.5740) (-0.4750) (-0.0572) (3.4224)*** (1.7370)* (0.9089) (0.7135) 

P 0.1301 -0.3209 -0.0428 0.1437 -0.4709 -0.4848 1.2295 -1.0985 

 (0.9978) (-1.0824) (-0.1045) (0.4930) (-1.3365) (-0.4813) (0.7149) (-1.6764) 

 

R2 0.650 0.821 0.878 0.972 0.724 0.799 0.867 0.984  

_________________________________________________________________________________________________________________________________ 

t-Values in parenthesis. *     Coefficient is statistically is significant at the 10% level. **   Coefficient is statistically significant at the 5% level. *** Coefficient is statistically significant at the 1% level.
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Table 5 (Continued) 

Panel B: Investment trust firms 
___________________________________________________________________________________________________ 

  

Dependent ROA ROA ROA ROA ROE ROE ROE ROE 

Variable 1980-2012 2002-2007 2007-2010 2010-2012 1980-2012 2002-2007 2007-2010 2010-2012 

___________________________________________________________________________________________________ 

MS -0.0030 -0.1102 -0.0990 0.3013 -0.0061 -0.1051 0.0477 0.0501 

 (-0.0573) (-0.8553) (-0.6284) (1.6611) (-0.1752) (-1.1529) (0.3904) (0.4338) 

MCON -0.0162 -0.0995 -0.1877 -0.1007 0.0064 0.0856 -0.1889 -0.0083 

 (-0.2846) (-0.8995) (-0.8930) (-0.2093) (0.1734) (1.0884) (-1.1523) (-0.0572) 

TINV  0.0083 0.1597 0.0360 0.1213 0.0599 0.2060 -0.0663 0.0764 

 (0.2089) (1.5644) (0.2981) (1.0406) (2.2629)** (2.9114)*** (-0.7060) (0.9621) 

TAS 0.0148 0.1094 0.1474 -0.0749 -0.0693 -0.1109 -0.0793 0.0120 

 (0.3699) (1.2217) (1.3705) (-0.7034) (-2.6032)*** (-1.7435)* (-0.9480) (0.1657) 

EQAS -0.1393 0.3823 0.6692 0.6950 0.3198 -0.7922 -0.0359 -0.2080 

 (-0.4455) (0.6026) (0.8205) (0.9169) (1.4003) (-1.7588)* (-0.0568) (-0.4118) 

MCAP 0.0020 0.0695 -0.0833 0.0074 -0.0020 -0.0692 -0.1884 0.0231 

 (0.0607) (0.7784) (-0.6562) (0.0921) (-0.0924) (-1.0916) (-1.9073)* (0.4285) 

FTSE 0.0229 -0.0904 0.1691 0.2356 0.0472 0.1100 0.2972 0.1119 

 (0.4098) (-0.6183) (1.0791) (1.7023)* (1.2800) (1.0607) (2.4311)** (1.1958) 

GDP -0.2004 -0.4753 -0.5415 -0.2396 -0.0709 0.0453 -0.2289 -0.3777 

 (-2.7194)*** (-2.6105)** (-2.5363) (-1.0066) (-1.4633) (0.3559) (-1.3755) (-2.4292)** 

P -0.0605 0.1030 0.1312 0.3312 -0.0106 -0.0664 -0.1069 -0.0009 

 (-0.8718) (0.6664) (0.7293) (1.5724) (-0.2295) (-0.6068) (-0.7624) (-0.0064) 

 

R2 0.011 0.093 0.133 0.187 0.023 0.149 0.125 0.129 

____________________________________________________________________________________________________ 

t-Values in parenthesis. * Coefficient is statistically is significant at the 10% level. ** Coefficient is statistically significant at the 5% level. *** Coefficient is statistically significant at the 1% level
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Table 5 (Continued) 

Panel C: Finance companies 
________________________________________________________________________________________________________ 

  

Dependent ROA ROA ROA ROA ROE ROE ROE ROE 

Variable 1980-2012 2002-2007 2007-2010 2010-2012 1980-2012 2002-2007 2007-2010 2010-2012 

________________________________________________________________________________________________________ 

MS 0.2714 0.2027 1.1288 0.3060 0.2848 0.5475 0.1055 -0.1741 

 (3.5336)*** (1.0626) (2.7422) (1.0060) (6.0263)*** (3.9032)*** (0.3953) (-0.7569) 

MCON 0.0697 0.9877 1.4937 -2.1542 0.1273 0.0703 -0.7570 -2.0891 

 (0.2621) (1.5402) (0.7028) (-1.2946) (0.7965) (0.1695) (-0.5692) (-1.1335) 

TINV  0.1789 0.2758 0.3658 -0.3995 0.1583 0.2653 0.1084 -0.1664 

 (3.7528)*** (1.3239) (2.2128) (-1.6539) (5.4303)*** (2.2100)** (1.0133) (-0.6694) 

TAS -0.1574 -0.4641 -0.1862 0.8699 -0.3463 -0.6521 -0.2548 0.3684 

 (-1.6746)* (-1.4483) (-0.7151) (1.9149) (-6.1147)*** (-3.4785)***  (-1.4828) (0.9727) 

EQAS 0.4627 0.5056 0.4039 0.2449 -0.1706 0.1039 0.1003 0.2390 

 (4.7146)*** (1.7721)* (1.0809) (0.8227) (-2.9547)*** (0.5316) (0.4288) (1.0753) 

MCAP -0.0750 0.1191 -0.8741 -0.7749 0.0110 -0.0541 0.2432 0.0402 

 (-0.8511) (0.6907) (-2.0250)* (-1.4882) (0.2103) (-0.4518) (0.8479) (0.1298) 

FTSE -0.0082 -0.3469 -0.4060 -0.5115 0.0326 0.1842 0.0136 -0.2151 

 (-0.0908) (-1.4697) (-0.8528) (-1.2251) (0.5998) (1.0756) (0.0520) (-0.6610) 

GDP -0.1109 0.8095 1.6963 -0.5429 0.0806 0.2351 -0.8643 -2.0546 

 (-0.3486) (1.3327) (1.0765) (-0.4596) (0.4178) (0.5553) (-0.8340) (-1.7372) 

P -0.0015 0.2698 -0.4059 0.6125 -0.2348 -0.1044 0.4161 -0.1103 

 (-0.0107) (0.8126) (-0.4547) (1.5351) (-2.6669)*** (-0.4694) (0.7899) (-0.2671) 

 

R2 0.276 0.405 0.783 0.851 0.324 0.518 0.397 0.570  

_________________________________________________________________________________________________________ 

t-Values in parenthesis. *  Coefficient is statistically is significant at the 10% level. **  Coefficient is statistically significant at the 5% level. *** Coefficient is statistically significant at the 1% level. 

 

 

 



98 
 

Table 5 (Continued) 

Panel D: Real estate firms 
_________________________________________________________________________________________________ 

  

Dependent ROA ROA ROA ROA ROE ROE ROE ROE 

Variable 1980-2012 2002-2007 2007-2010 2010-2012 1980-2012 2002-2007 2007-2010 2010-2012 

_________________________________________________________________________________________________ 

MS 0.2150 0.2638 0.4734 0.8969 0.1542 0.4325 0.4837 0.7621 

 (1.4675) (0.7062) (1.2985) (1.4571) (1.2123) (1.7433)* (1.3497) (2.3842)** 

MCON -0.0089 -1.4278 1.3405 -0.1549 0.3220 -1.1170 -0.6043 2.6038 

 (-0.0231) (-1.5178) (1.0819) (-0.1030) (0.9579) (-1.7881)* (-0.4961) (3.3356)*** 

TINV  -0.0035 -0.1211 0.0938 -0.0405 -0.0261 0.1559 -0.0659 0.0737 

 (-0.0813) (-1.0579) (0.7943) (-0.2528) (-0.6999) (2.0504)** (-0.5680) (0.8856) 

TAS -0.0261 0.9644 -0.8273 -0.7477 -0.1387 -0.0221 -0.1887 0.0173 

 (-0.1017) (1.4299) (-1.3584) (-1.0028) (-0.6224) (-0.0492) (-0.3151) (0.0446) 

EQAS 0.3587 0.8905 -1.8114 -4.8052 0.0443 -0.3286 3.1591 1.8031 

 (1.4544) (1.7097)* (-1.1089) (-1.7128) (0.2066) (-0.9499) (1.9673)* (1.2376) 

MCAP -0.0847 -1.1349 0.4410 0.5960 -0.0154 -0.1916 -0.1948 -0.6664 

 (-0.3310) (-1.6887)* (0.6932) (0.7712) (-0.0691) (-0.4293) (-0.3113) (-1.6604) 

FTSE 0.0141 -0.1264 -0.0148 0.0656 -0.0471 0.7683 0.1170 -0.2647 

 (0.1059) (-0.3477) (-0.0422) (0.1860) (-0.4073) (3.1828)*** (0.3394) (-1.4456) 

GDP -0.0059 -0.2246 -0.0089 -1.3339 0.2571 -0.1536 0.3608 0.7323 

 (-0.0345) (-0.4986) (-0.0172) (-2.1805)* (1.7327)* (-0.5135) (0.7131) (2.3050)** 

P 0.0086 0.3001 -1.0249 0.7606 0.0503 -0.4159 -0.8219 -0.3997 

 (0.0426) (0.5765) (-1.3284) (1.0808) (0.2868) (-1.2029) (-1.0835) (-1.0937) 

 

R2 0.018 0.178 0.317 0.436 0.033 0.321 0.271 0.821 

________________________________________________________________________________________________ 

t-Values in parenthesis. *  Coefficient is statistically is significant at the 10% level.  ** Coefficient is statistically significant at the 5% level. *** Coefficient is statistically significant at the 1% level. 
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3.5.2 Test for the effects of Risk Shifting behaviour on Financial Performance 

 

In this section we complement the previous analysis by investigating the effects of UK 

financial institution risk taking behaviour on performance. This exercise can shed light on the 

link between competition and the changing incentives and opportunities that may affect the 

risk taking behaviour at financial institutions over the economic cycle. This issue of risk taking 

is an important dimension, particularly in view of the highly competitive market environment 

in which the financial institutions in our sample have encountered. This highly competitive 

market for financial services, especially the highly competitive mortgage market, encouraged 

the willingness of some financial institutions to engage in somewhat contentious risk taking 

behaviour, as the commercial banks, insurance companies, and real estate firms regarded the 

boom in the housing market that resulted in the late 1990s and continued well into the 2000s 

as an opportunity to raise potential profits (by reducing lending standards), by speculating that 

the boom in the housing market would continue. We capture the effects of UK financial 

institutions risk taking behaviour on financial performance through the use of a designated risk 

variable. 

The regression-based tests applied is focused on identifying the breaks, as represented 

by beta, utilizing the technique proposed by Bai and Perron (1998, 2003a, and 2003b) which 

will enable us to detect multiple structural breaks at unknown dates. Bai and Perron suggest 

using a linear regression model with m structural breaks (m + 1 regimes) as follows: 

 

' '

t t t j jy x zg d m= + +        1 1,...,j jt T T-= +  (3.4) 

For  1,..., 1j m= + and where 0 0T =  and 1mT T+= . ty  is the observed dependent variable at 

time t, tx  is 1p³ , and tz is 1q³ , andg and jd ( 1,..., 1)j m= +are the corresponding vectors of 

coefficients, and tm is a disturbance term at time t. The break points 1( ,... )mT T are treated as 

unknown, and are estimated simultaneously with the unknown coefficients when T 

observations are available. The objective is to estimate the unknown regression coefficients 

and the break dates 1 1( , ,.... , ,.... )m mT Tg d d+ when T observations on ( , , )t t ty x z are available. On 

account of the sequential methodology one break point implies estimating n regressions, two 

break points imply estimating 2n regressions, m break points imply estimatingmn  regressions, 

and so forth.  
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The methodology of Bai and Perron is particularly well suited for capturing the 

changing risk profile at UK financial institutions over the period represented by the data, as it 

enables us to identify subsequent patterns from which the asset prices of the financial sectors 

in our sample are altered. The data used in this section consists of weekly logged sector index 

returns from which we compute the overall average Beta of the sector indices against the 

benchmark FTSE100 index for the period January 14, 2000 to December 28 2012. The 

estimation process consists of two stages. First, we perform the Bai-Perron multiple breakpoint 

tests and then proceed to estimate the panel-data OLS model from the previous section. Here, 

and, in preference to the use of a risk variable, we measure a financial institution risk taking 

behaviour by means of the ñZ-scoreò, which considers risk of failure to rely on the interaction 

of the income generating capacity, the potential size of return shocks, and the level of capital 

reserves available to absorb sudden shocks. Mathematically, the Z-score is expressed as 

follows: 

2
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  (3.5) 

 

where ROAit is the return on assets of financial institution i in period t, ()E .i the expected 

value, (.)is the standard deviation, and itCAP  the averaged ratio of equity capital to total assets 

for financial institution i in period t.  The resulting Z-score should indicate the degree of 

exposure to operating losses, which ultimately has a drain on capital reserves that could be 

otherwise employed to offset adverse shocks. Financial institutions with low capital combined 

with a tenuous financial margin in relation to the volatility of returns will yield a high Z-score. 

Further, since the Z-score measure assigns importance to the solvency and financial strength 

of financial institutions, it is a measure of their relative strength or weakness. Soedarmono et 

al. (2013), for example, applied the foregoing Z-score approach in their study of banking 

competition and bank risk-taking behaviour.  

 

Table 6 displays the return behaviour for the sector index series with the structural break 

points as identified via the Bai-Perron test. As can be seen, all return series, except the series 

for the finance company sector and the real estate company sector, exhibit at least five structural 

breaks over the full sample period. We detect five breaks for the banking, and investment trusts 

return series, 4 breaks for the insurance sector, 0 break for the finance company return series, 
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and 3 breaks for the real estate return series. These identified breaks are linked to either major 

global events such as the 2007 financial crisis and the economic recession that followed, the 

fallout from the 2008 UK banking crisis, and the 2009-2012 Eurozone debt crisis. We observe 

that the banking, insurance, and investment sector return series reveal structural breaks at 

similar time points which coincide with global economic, and domestic political events. In 

addition we provide the standard deviations at each of these structural break points identified.   

 

 

Table 6: Structural breaks in UK Financial Institutions from the Bai-Perron test 
________________________________________________________________ 

Sector Break Time Period Standard Deviation 

________________________________________________________________ 

Banks 1 01/01/00-02/08/02 0.0385 

 2 09/08/02-04/03/05 0.0257 

 3 11/03/05-09/02/07 0.0156 

 4 16/02/07-16/01/09 0.0627 

 5 23/01/09-24/12/10 0.0576 

 6 31/12/10-28/12/12 0.0386 

________________________________________________________________ 

Insurance 1 01/01/00-11/01/02 0.0521 

 2 18/01/02-19/12/03 0.0487 

 3 26/12/02-29/08/08 0.0269 

 4 05/09/08-12/11/10 0.0302 

 5 19/11/10-28/12/12 0.0221 

________________________________________________________________ 

Investment 1 01/01/00-24/05/02 0.0296 

Trust  2 31/05/02-06/08/04 0.0246 

 3 13/08/04-28/07/06 0.0178 

 4 04/08/06-26/12/08 0.0353 

 5 02/01/09-24/12/10 0.0243 

 6 31/12/10-28/12/12 0.0177 

________________________________________________________________ 

Real 1 01/01/00-11/02/05 0.0223 

Estate 2 18/02/05-09/02/07 0.0234 

 3 16/02/07-16/01/09 0.0498 

 4 23/01/09-28/12/12 0.0388 

________________________________________________________________ 

Finance Comp. 0 - 0.0262 

________________________________________________________________ 

 

 

The first major structural break is associated with the September 11 attack in 2001 and 

the downturn in UK economic activity that followed as investment and consumer spending 

decreased. Moreover, the second point change as defined by the increase volatility during the 

2008-2009 period are correlated with the UK recession which commenced in 2007 and the UK 

banking crisis that occurred in 2008, with the subsequent volatility changes being consistent 

with the Eurozone debt crisis.  In the structural breaks for the return series of each index 

depicted in Figure 3 ï 7, the sudden changes highlights and confirms the results in Table 6. 
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Taken as a whole, it is apparent that before the financial crisis of 2007 several strong and 

sudden changes occurred, which impacted UK financial institutions in various ways. For 

example, the financial crisis of 2008-2009 and the subsequent recession that followed, and the 

2009-2012 Eurozone debt crisis, affected the profitability, income and activity mix of the 

banking sector which compelled banks to alter their funding strategies as the financial crisis 

deepened.  

 When referring to Figure 3, we highlight times of when the Bai-Perron multiple break 

point failed to demonstrate structural breaks within the banking sector. We feel these events 

are significant but a casual observation of the data would suggest breaks are present. For 

example in March 2001 it is evident there are levels of volatility beginning with a trough period, 

which can directly linked to the markets expectation of slowed global growth as investors may 

seek greater returns elsewhere away from equities such as bonds. However, at the end of March 

2001 there is a positive shift in the banking sector index, which was associated with a cut in 

the interest rates from the Bank of England making it cheaper to borrow capital, which 

ultimately aids the business model of banks through increased lending. Furthermore, when we 

continue towards September 2001, there is significant levels of volatility relating to the attacks 

of 9/11, which led to the market to panic sell equities and then rebounded a week later as the 

markets calmed down. Following on from this in October 2002, we see from Figure 3 there is 

an evident peak in returns. We feel this can be attributed to an increase in M4 money supply, 

which led to an increase in prices and greater lending from the banking sector enhanced the 

overall performance and therefore witnessed a strong positive return.   

 

Figure 3: UK Banking Sector Bai-Perron Multiple Breaks 

 

Considering the insurance sector from Figure 4, the strong and sudden character of the 

changes in the breaks is well in line with that observed for the banking sector, though clearly 
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the activity mix and funding strategies of insurance companies are affected differently. For 

example, the financial performance of the insurance company sector was affected by the 

increase in claims following 9/11, issues surrounding Lloyds of London, which closed 25 

syndicates in the aftermath of mounting losses associated with asbestos claims, as well as other 

claims related to other underwriting activities that generated losses in an environment of 

increased liabilities and reduced rates. Outside of the identified breaks established by the Bai-

Perron test, there is visible volatility in the insurance sector. In March 2000 it is evident there 

is a rise in returns for the insurance sector. This can be explained by investors shifting their 

profits made from the technology sector to the undervalued traditional banking and insurance 

sectors for greater returns. In September 2001, it is evident 9/11 held a vast impact towards the 

insurance sector within the UK as exemplified by the volatility levels in Figure 4. After the 

first identified break in 2002, there is clear indication of volatility in November 2002, whereby 

concerns for the insurance sector became more apparent as the cost of 9/11 continued to 

increase. This led to solvency issues towards the insurance sector, which was reflected in the 

equity price by the markets. In order to resolve the issues presented towards the sector, vast 

efforts were made to raise capital through equity and bond issues or through capital injections 

from parent companies for subsidiary insurance firms. Lastly, in July 2007 Figure 4 illustrates 

a strong negative return in the insurance sector which is can be correlated by floods, which hit 

the UK and held an estimated cost of at least £2billlion in damage claims. Overall this event 

would have altered the short-term business model to account for such disasters as they would 

be required to increase their premiums to current customers in order to cover the potential 

losses amounted. 

Figure 4: UK Insurance Sector Bai-Perron Multiple Breaks  

 

Looking at Figure 5, the break points for investment trusts are clear and the patterns 

suggest synchronization with the banking and insurance sector and, moreover, are correlated 
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with external economic and domestic political events. In particular, following the first major 

structural break, associated with the 9/11 New York attack in 2001, the decline in UK economic 

activity, and a major correction in the FTSE 100 from 6700 in 2000 to 5100 in May 2002, 

ultimately affected the portfolio performance of the investment trusts sector. We can also see 

in Figure 5 there is very little volatility outside of the breaks among the investment trust sector, 

which is expected given the nature of their existence. 

Figure 5: UK Investment Trusts Sector Bai-Perron Multiple Breaks 

 

 

We notice that the finance companies index return series, shown in Figure 6, indicate no 

significant break point which we interpret as the marketôs response being muted. Finance 

companies are generally a subsidiary of bank holding companies, which may have 

predetermined the equity prices by the market and may have resulted in the failure to produce 

a structural break. When referring to Figure 6 it is evident there was large levels of volatility 

within the pricing of the sector. For example when referring to November 2000, we can see 

there is a large peak value of 9.4% returns, which can be attributed by the strength of the UK 

economy, whereby the cost of raising funds was reduced in terms of bond and or selling stock, 

which overall enhances financial performance of the sector. Following this period of increased 

equity performance, a negative period emerged in March 2001 which can be correlated towards 

the banking sector. This negative performance was reflected by the markets concern of growth, 

which ultimately led to base rate cuts and increased performance by April 2001. Further to this 

in Figure 6 there is a greater presence of volatility relating to the terrorist attacks of 9/11, which 

reached a peak of positive 15% return after the losses exceeded -15%. In October 2002 in the 

finance companies sector, there is a present a positive jump in equity pricing by the markets, 

which is correlated with the banking sector. This was a result of increase in money supply, 
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which increased inflation and overall led to improved financial performance due to increase in 

loans/business activity from the sector.   

Figure 6: UK Finance Companies Sector Bai-Perron Multiple Breaks 

 

 

It is apparent from Figure 7 that the real estate sector experienced 3 structural breaks, 

in 2005, 2007 and 2009, which corresponds to specific time periods of the UK economic cycle. 

For example, the 2005 structural break is associated with the London attack of July 7 2005, the 

economic effects of which were short lived and with the London Stock Exchange general index 

declining for a short period before recovering quickly. The 2005 break may also be explained 

by two additional events. First, worse than expected GDP growth rate forecasted figures of 1.9 

per cent to actually 1.5 per cent, and second increased activity in the housing markets as prices 

began to peak, which enhanced the real estate sectorôs financial performance which is reflected 

in the equity price of the sector. Another feature is the rollover of the break into 2007 which 

corresponds with the peak, in monetary value, of the sector and the break in 2009 which 

coincides with the global financial crisis, which impacted the real estate sector causing 

declining real estate prices, as the crisis impacted the UK economy. Outside of the structural 

breaks identified by the Bai-Perron test, Figure 7 reveals an unambiguous pattern of volatility 

within each period. Clearly from about March 2000 there is a direct correlation with the 

insurance/banking sector with the index appreciating in value. The conclusion is that investors 

sought to benefit from an over-inflated technology sector by moving into financials which were 

perceived by the market as being under-valued. The same pattern exist for the real estate sector 

which corresponds with the period of slow growth coupled with increased uncertainty as a 

result of the impending invasion of Iraq, which reduced house prices and the declining 
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performance of the sector. Following the invasion of Iraq, in the latter part of 2003, confidence 

increased as investors returned to the market and began purchasing equities. At other times 

outside of the identified breaks, there are signs of high levels of volatility, particularly in 2010 

and 2011, which reflects the fact that the volatility in 2010 coincides with the sovereign debt 

crisis, which highlighted the extent to which the UK financial sector was exposed to Eurozone 

sovereign debt, and the fact that in 2011 the government sought to stimulate the housing market 

through the help to buy scheme which induced the prices of housing in the UK market 

considerably, and directly benefits the real estate sector through increased purchases of housing 

which then impact positively on their performance.     

Figure 7: UK Real Estate Sector Bai-Perron Multiple Breaks 

 

 

To examine the effects of financial institutions risk shifting behaviour on performance, we 

obtain a measure of beta which captures the dynamic shifting beta levels within the sectors 

from the pre-determined Bai-Perron tests carried out. Next we estimate the following 

EGARCH model from Nelson (1991):  

 

ὰὲὙ ‌ ‍Ὑ ‐ ‎Ὃὕὠ ‭                 (3.6)    

and         

Ὤ ‌
═║╢╡▄▼░▀Ⱡ◄

Ѝ╖═╡╒╗Ⱡ◄

╡▄▼░▀Ⱡ◄

Ѝ╖═╡╒╗Ⱡ◄
ἘἛἑ╖═╡╒╗Ⱡ◄

♫ ♫ ♫
▪
ȣ  ꜗ             (3.7)   

where ὰὲὙ  in Equation (3.6) captures the logged weekly returns of the sector index on index 

i at time t, ‍Ὑ ‐   the market model, and  Ὃὕὠ   the 10 year government bond yield 

which reflects financial market participants expectation of changes in the rate of interest. The 

-0.3

-0.2

-0.1

0

0.1

0.2

R
e
tu

rn
s

UK Real Estate Sector Bai-Perron Multiple Breaks

1st Break 2nd Break 3rd Break 4th Break



 
 

107 
 

term 
╡▄▼░▀Ⱡ◄
╖═╡╒╗Ⱡ◄

  in Equation (3.7) represents the leverage effect, ἘἛἑ╖═╡╒╗Ⱡ◄
 is the GARCH 

element, and ♫▪ the beta measure for the represented period and   ꜗan error term.  

To determine the effect a financial institutions risk taking behaviour has on 

performance, we employ the variable derived from the Z-score which examines the default 

probability of an institution. With this standardised measure of risk we are able to then 

determine the causalities of default probability among the variables within our selected sample. 

Before reporting the results of the estimation of the regression model, as defined by Equation 

(3.1) and (3.2), the specification of the model is as follows: 

ὤ ‌ ‌ὙὕὉ‌ὓὛ ‌ὝὃὛ‌ὒὈὉὖ‌ὉὃὛ‌ὅὃὖ‐             (3.8) 

For the nonbank financial institution in our sample, we estimate following: 

ὤ ‌ ‌ὙὕὉ‌ὓὛ ‌ὝὃὛ‌ὝὍὔὠ‌ὉὗὃὛ‌ὅὃὖ‐                    (3.9) 

Where ὤ  is the Z-score defined in equation (3.5), ὅὃὖ is the total capital, and all other 

variables as previously defined. 

 

3.5.3 EGARCH Analysis 

 

The estimated EGARCH approach which is used to capture the dynamic shifting beta 

levels within the sectors, reveals the level of risk the financial sectors were exposed to from 

early as 2000 to 2012. In Table 7 the estimates suggest the leverage effect is present and 

indicate a negative relationship between the past returns and future volatility of return, with 

statistical significance found in most sectors. In particular, the banking sector and the finance 

company sector display the highest leveraged, after experiencing greatest significance and 

coefficient levels, and highlights the higher leveraging risks these sectors possessed during the 

period 2000-2012. Clearly, both the real estate sector and investment trust sector are not as 

affected, for the reason that these sectors were less exposed to the global financial crisis, as 

their primary activity is not based on deposit taking or in creating loans.  

With regard to the government bond variable, our results suggest a positive statistical 

significance for both the banking sector and the finance company sector. This relationship is 
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shown between the government bond yield and the returns within the indices, which suggests 

the markets had priced in the expectation of interest rate changes. Therefore, the banking and 

finance company sectorsô asset pricing was induced by the market influenced by macro-

economic factors, which led to the asset price reflecting market conditions rather than 

institutional performance. The results also indicate a positive shock will have less effect on the 

conditional variance compared to negative news events. With the conditional variance being 

the variance of the residuals obtained from Equation (3.7), which may be interpreted as positive 

news. This is found to generate less variance or volatility than the negative shocks for their 

sector, which overall reveals the level of exposures exposed by the onset of the financial crisis. 

Clearly, during times of volatile markets, the equity returns within the model indicate an 

increase in risk levels which induce investors to move out of equities.    

From Table 7 we report the findings upon the changing beta through the EGARCH 

estimation. For the banking sector, from 2000-2002, we observe a positive beta which indicate 

increasing risk levels during this period which indicates a higher risk premium for the investors 

and demonstrates the required higher returns demanded. This period corresponds with a vastly 

volatile political environment with 9/11 and the dot com bubble in 2001. Following, 2002-2005 

beta declined which suggests a rebalancing of risk within investorsô portfolios and that the 

market viewed the banking sector to be a much safer environment than competing sectors, with 

the banking sector holding less risky assets on their balance sheets and thus a reduced beta 

value.  Furthermore from Beta 2 we highlight the UK economy during this period widened its 

trade deficit, which indicates increased spending commenced a period of economic growth 

fuelled by a period of currency appreciation with the Pound Sterling against the US Dollar. 

This overall created a divergence between the two nationôs base interest rates with the UK 

offering higher rates, which increased foreign investment to the UK economy, which resulted 

in greater economic conditions. In Beta 3, which covers the period 2005-2007, we demonstrate 

a strong positive shift in risk which coincides with the favourable conditions in bank credit 

market and the unfolding of the US subprime mortgage crisis. As the build-up of risk was 

incorporated into the beta level from the EGARCH estimate. We also note the positive shift in 

beta can be associated with the need for higher required returns for investors as the base rate 

endured an increasing trend during this period. The break in 2009 (Beta 4) is linked to when 

the crisis fully embedded itself to the UK economy with the banking sector suffering from a 

liquidity crisis due to losses amounted from the housing market, in particular from credit 

default swaps. Beta 5 we detect a gradual increase in the level of risk before Beta 6, which 
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corresponds with the period of the Eurozone sovereign debt crisis to which the banking sector 

was heavily exposed to. Overall, the results are highly accurate in terms of debt exposure to 

the sovereign debt crisis, especially since European institutions from Eurozone areas carried 

the highest exposure.  

Regarding the insurance sector we establish 5 breaks within the data, from which the 

sector experienced the largest risk shifts in Beta 1, 4 and 5 from 2000-2002, 2008-2010 and 

2010-2012. These periods correspond with crisis periods, the former being linked to 9/11 with 

the insurance sector paying out claims linked to the terrorist attacks in the US as this was also 

a market induced asset devaluation due to the increased systematic risk. The latter periods 

coincide with the sub-prime crisis and the sovereign debt crisis and highlight their large 

exposure levels, which mean they can be linked to their performance over this period. When 

identifying the breaks in 2008 and 2010, we can link these to the outbreak of the crisis and post 

crisis periods. In particular, the break witnessed in 2008 can be attributed to the beginning of 

the Icelandic financial crisis as well as the sub-prime crisis, to which the UK insurance sector 

held considerable exposure to. The high degree of exposure led underwriters to create losses 

as the level of delinquency subsequently increased with the level of interest rates. Furthermore, 

the witnessed structural break in 2010 can also be associated by the markets signalling the end 

of the sovereign debt crisis, after all the nations accepted bailouts, which restored confidence 

in the markets. Performance impacts can be linked to the crisis periods as the insurance sector 

generated fees in order to insure the mortgages the banking sector created. Therefore, once the 

crisis periods came to light the market priced the risk accordingly within returns and their 

response to the exposure held by the insurance sector is reflected by beta.  

For the real estate sector, we find fluctuating beta which indicates the degree of negative 

shift for all betasô, except beta 2, for the period 2005-2007 ï the pre-crisis period. This suggests 

the market viewed the real estate sector as low risk because the housing market bubble was in 

its early formation from 2000-2005, helped by a low interest rate environment in the US. 

However, from Beta 3 and 4 we observe the occurrence of a large negative shift with statistical 

significance (Beta 3) which suggests a rebalancing of risk within the real estate sector and 

increased risk management.  

Considering the investment trust sector, the results highlight a common element of 

continuous risk management within a negative manner. The only periods in which they are 

significant is Beta 4 and 5, which cover the period 2006-2008 and 2008-2010. These critical 
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years capture the pre, during, and post crisis periods that coincides with the sub-prime US 

mortgage crisis, which we interpret as the investment trusts sector being watchful over their 

investment portfolios by applying appropriate investment strategies so as to minimise risk 

exposure. This is represented by the negative shifts in beta in relation to the returns of the sector 

index. Interestingly, there are no identified breaks for the finance company sector, which 

suggest that risk was managed at a constant rate and, as a result, the sector incurred no shifts 

in beta from the marketôs perspective.  

Table 7: EGARCH Approach to Identify Changes in Risk. 

________________________________________________________________ 
 Banks Insurance Inv. Trusts Real Estates Finance 

_____________________________________________________________________________ 

Intercept  -0.0006 0.0015 0.0005 0.0017 0.0003 

 (-1.0323) (2.0362)** (1.3994) (2.2571)** (0.4591) 

ER 0.8670 0.9770 0.9662 0.9126 1.0000 

 (35.3526)*** (19.5010)*** (44.4146)*** (24.0838)*** (34.4069)*** 

GOV 0.0839 0.0360 0.0013 -0.0259 0.0611 

Variance (3.5444)*** (1.5383) (0.0938) (-0.9425) (2.6132)*** 

Intercept  -0.0175 -0.1813 -0.5650 -0.2841 -0.2402 

 (-0.8609) (-4.6783)*** (-4.0488)*** (-3.7316)*** (-4.3131)*** 
═║╢╡▄▼░▀Ⱡ◄

Ѝ╖═╡╒╗Ⱡ◄
 -0.0211 0.0986 0.2297 0.0921 0.1580 

 (-0.8464) (3.8316)*** (4.7619)*** (2.9142)*** (5.1064)*** 
╡▄▼░▀Ⱡ

◄
╖═╡╒╗Ⱡ

◄

 -0.0538 -0.0268 -0.0466 -0.0022 -0.0573 

 (-3.8228)*** (-1.7566)* (-1.4931) (-0.1209) (-3.2967)*** 

ἘἛἑ╖═╡╒╗Ⱡ◄
 0.9964 0.9860 0.9586 0.9733 0.9851 

 (682000)***  (241.0809)*** (71.8704)*** (116.79)*** (162.59)*** 

ɓ1 2.6531 -7.4819 -10.0765 -4.0547 - 
 (2.9979)*** (-3.0024)*** (-1.5706) (-2.2381)** - 

ɓ 2 -2.0767 -1.0767 -5.0807 0.1676 - 
 (-2.6564)*** (-1.2659) (-1.1031) (0.0844) - 

ɓ 3 4.1698 -3.8312 -3.1581 -5.4809 - 
 (1.8011)* (-2.8566)*** (-0.9111) (-4.0002)*** - 

ɓ 4 -2.2002 -8.9206 -6.2932 -2.3242 - 

 (-5.4905)*** (-3.4145)*** (-3.9438)*** (-1.4445) - 

ɓ 5 -4.0876 -17.7276 -5.8983 - - 

 (-4.8319)*** (-3.2549)*** (-2.7698)*** - - 

ɓ 6 -3.3332 - -3.1446 - - 

 (-1.3048) - (-0.9598) - - 

R2 0.649 0.297 0.759 0.44 0.651 

____________________________________________________________________________ 

Z-Statistic in parenthesis; *** indicates 1% level significance; ** indicates 5% level significance; * indicates 10% 

level significance 
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3.5.4 OLS Methodology Analysis 

 

An important feature of our study is the consideration of the impact of UK financial institutions 

risk on performance. Interestingly when the Z-score value is the dependent variable we observe 

a notable change in our empirical estimates, as Table 8 reports. It is clear from estimates for 

the banking sector that market share is statistically significant and, moreover, indicates the 

existence of an inverse relationship between market share and risk. This means that the higher 

the insolvency risk the banking sector is exposed to the less market share the sector holds. From 

a theoretical perspective we can relate this result by an increase in competition may lead to a 

reduction in market share, consequently banks take excessive risk as managers are under 

increasing pressures to increase revenues, which can lead to increased default probability. The 

loans-to-deposit ratio yields a statistically significant and positive correlation with the risk z-

score value, which is explained by an increased loan book that could potentially lead to an 

increase in loan loss provisions and therefore has the potential to increase probability of default 

risk default.  

Among all other variables within the model for the banking sector, there is no further 

statistical significance which can explain the risk insolvency probability. Nonetheless, we can 

comment on the positive or negative relationships within the model. First, ROE is found to 

have a small positive association with the z-score value and is reflected in improved financial 

performance, due to increased risk-taking activities during the sample period. Second, the 

prospect of default risk probability increased as a result. Third, the total assets variable is found 

to invoke risk insolvency which is explained by institutions taking on more risk exposure, 

which may lead to an increased in the likelihood of default. Table 8 sheds light on the equity-

asset ratio and total capital in determining the z-score value. Regarding the equity-asset ratioôs 

positive result, which indicates when the banking sector is more leveraged, and with the higher 

default probability being as a result of the sector being capitalised by equity. This observation 

shows that during the period 2000-2012 it was beneficial for the sector to be funded by debt, 

which ties in with the build-up of excessive loans being made, and their over-aggressive 

strategy which ultimately resulted in liquidity problems in 2008. The total capital level yields 

a negative relationship with risk insolvency, which is explained as bank managers being subject 

to increased scrutiny to increase profits. Therefore, by holding less capital as their optimal 

level, the sector was able to build up their loan portfolio and as a result increased the likelihood 
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of default, which explains why in the post crisis periods there is a much stringent structure of 

imposed regulation.  

 

The generated empirical estimates for the insurance company sector and investment 

trusts sector yield insignificant results for all variables, which would seem to suggest the 

inability of the model to explain the z-score value. The results here may be due to the lack of 

observations, given that our sample covered the period 2000-2012. With regards to the 

insurance sector, ROE is positively correlated with the z-score value, which is similar to the 

banking sector as discussed previously. The ROE contributes to the overall z-score value due 

to the increased performance that creates equity value which is the result of efficiency gains 

within the sector, as represented by the net operations of claims exceeding premiums. In 

addition, market share is observed to yield an inverse relationship with risk insolvency, which 

is an accurate assessment of the UK insurance sector. This is explained by the high 

concentration within the UK market, which is dominated by few insurance firms, as well as 

their size and earnings from premiums, which allow them to reduce their risk insolvency and 

supports the theory of ñtoo big to failò. The total assets variable suggests otherwise because the 

more assets the insurance sector holds, the more likely is the increase in insolvency. The 

negative relationship associated with the investment portfolio of insurance firms and risk 

insolvency is to be expected given the nature of their business. For instance, insurance firms 

accepted fees for providing insurance cover for mortgage loans advanced by banking firms in 

the build-up to the 2007-2009 financial crisis which, in turn, encouraged them to increase their 

investments in securities such as stocks and bonds, and to reduce their probability of default 

value. However, once the crisis took hold, this resulted in a decline in portfolio value and in a 

negative outlook for insolvency risk as reduced investments led to the availability of less funds 

for meeting known and increasing liabilities. When turning out attention towards the equity-

asset ratio there is a small positive relationship towards the risk insolvency. The ratio would 

seem to suggest that insurance firms were negatively affected as a result of their high holding 

of equity securities, which may be considered wasteful capital in assuming more risk. This is 

enhanced by total capital yielding a positive correlation with risk insolvency probability.  

 The results regarding the investment trustsô sectors inverse association with ROE with 

our z-score value suggests the strategies employed by fund managers failed to deliver adequate 

investor returns which result in increased probability of default, particularly since investors are 

free to search for alternative investment opportunities with the prospect of obtaining higher 

rates of return. As Table 8 shows, there is no relationship between the variable market share 
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and our z-score value. Total assets is found to have a negative relationship with our z-score 

value, which implies that the investment trust sector is reliant on investors for funding, since a 

reduction in total assets would ultimately increase the prospect of default. Further the 

relationship between total investment portfolio and insolvency risk indicates a positive 

relationship which is expected, as the more investments held by the trusts in securities, exposes 

the trust to a higher degree of market risk. Regarding the equity to asset ratio and total capital 

of the investment trust sector, both variables show a positive relationship with our z-score. And 

although the equity-asset ratio can be defined by as investment trusts holding high levels of 

equity, this suggests that investment trust capital is not utilised to the maximum, as they are 

required to invest in capital market securities in order to generate high shareholder returns. 

Hence the total capital level has a positive influence through the holding of more capital which 

enables the investments trusts to increase their holding of securities and, by doing so, increase 

their default probability.  

The estimates for the real estate sector, shown in Table 8, indicate a positive 

relationship with the total investments variable and with our z-score value. The findings here 

are similar to the reported results for the investment trust sector, as the higher the value of the 

investment portfolio the greater the associated risk. This is because market fluctuations can 

increase the probability of default during times of market instability, as the global financial 

crisis demonstrated, when the number of defaults increased leading the housing market to crash 

and, in consequence, the repossession of houses by the financial sector and ultimately reduced 

property prices and land values.  Estimates for the finance company sector indicate a positive 

and statistically significant relationship with the variable market share, total asset, equity-asset 

ratio and the total capital variables within the model. First, we find a negative relationship 

between market share and risk, which suggests increased competition within the UK finance 

company sector led to the sector making riskier investments, which increased the overall 

probability of default. To support this observation, we find total assets to have a positive impact 

on our z-score value which, suggests the sector took on more assets as a result of increased 

competition. And, as with the other sectors included in our study, the finance company sector 

demonstrates a positive equity-asset ratio with statistical significance and highlights the need 

for the sector to fund their activities through loans so as to present a low default risk profile. 

This observation is similar to the banking sector, since we would expect a negative relationship 

to arise with total capital. Finance company managers were subject to increased pressure to 
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produce higher profits, which they could only do by holding less capital as their optimal level, 

to increase their portfolio and as a result increased the likelihood of default.  

 

Table 8: Balanced panel OLS regressions fixed effects results 

___________________________________________________________________________ 
  Banks Insurance Trusts Real Est. Finance  

__________________________________________________________________________________________ 

ROE 0.0125   0.0080 -0.1314 0.1129 0.4953   

 (0.9248)   (0.1185) (-1.3382) (1.4974) (1.4754)  

MS -0.8593   -0.3646 0.0041 0.2108 -0.9252   

 (-1.8465)*    (-0.6585) (0.0247) (1.0664) (-2.6464)**  

TAS 0.4276   0.2742 -3.0037 -1.4846 1.1101  

 (0.5612)   (0.6811) (-1.0934) (-1.2487) (2.4933)** 

LDEP 1.2837   - - - -   

 (1.7233)*   - - - -   

TINV  -   -0.0599 0.5017 0.1446 0.0353   

 -   (-0.1841) (0.6135) (2.7879)*** (0.2706)   

EQAS 0.9146   0.0683 2.3014 0.2717 0.9564  

 (1.0214)   (0.1887) (0.8150) (0.4878) (2.1616)**  

CAP -0.0953   0.1096 0.5395 1.1602 -0.8184  

 (-0.1504)   (0.9721) (0.3873) (1.1432) (-2.6175)**  

R2 0.736   0.582 0.027 0.884 0.630   

___________________________________________________________________________ 
t-statistic in parenthesis; *** indicates 1% level significance; ** indicates 5% level significance; * indicates 10% 

level significance 
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3.6 Conclusions 

The study investigates the performance of UK financial institutions, namely banking firms, 

finance companies, insurance companies, investment trust companies, and real estate 

companies, over the period 1980-2012 which corresponds to good, turbulent, and post turbulent 

years for the UK economy. The purpose was to combine a set of firm specific determinants as 

instructed by the literature on bank profitability and, a measure of investment, that could 

accurately represent a driver of profitability for the non-bank financial institutions included in 

our sample, in order to examine their influence on the profitability of UK financial institutions. 

In so doing, we deliberate several internal Ƅ firm specific Ƅ and external Ƅ market related Ƅ 

determinants from the extant literature.  

 The performances of UK financial institutions are evaluated by using a balanced fixed-

effects panel regression model. Our estimates showed that the combined set of variables for 

the banking sector demonstrated the overall explanatory power of the model. We conclude 

banking in the UK earn greater profits due to the highly concentrated market from which there 

is evidence of collusion present in the market, which validates the SCP hypothesis. This result 

is a challenge now put forward to the competition regulators within the UK as banks are able 

to earn higher profits due to the monopolistic conditions which they operate within. We come 

to conclude the SCP hypothesis does not hold primarily across all non-bank financial sectors 

examined.  

Additionally, external macroeconomic conditions are found to be a major driver of 

profitability for the financial sectors as a whole. The macroeconomic variables examined 

provide a great insight into the determinants of profitability for the financial sectors of the 

economy as variables such as GDP, inflation and market capitalization essentially underpin the 

overall performance.  

We conclude the risk-return hypothesis is evident across the financial sectors apart from 

the insurance sector. This highlights the overall importance of risk management within the 

financial sectors, which is a pivotal variable in order to determine performance. When we 

examined the risk variable further we were able to demonstrate the changes in risk from the 

equity prices through identifying the structural break. The breaks identified coincide with 

significant political or economic events, which highlights the extent of risk management being 

portrayed by the financial sectors. Moreover, we establish variables such as investment 

portfolio (LDEP for banking sector) and the equity-asset ratio to determine risk across the 
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financial sectors. In addition we find capital endures a negative relationship towards although 

not statistically significant in the banking sector (finance company sector enjoys statistical 

significance). These results can overall aid regulators, central banks and the financial 

institutions themselves in order to gain improved performance for the financial sectors and 

economy as a whole.  

Although the results produced from this study shed a new light towards the UK 

financial sector. I personally call for more research within this field in order to enrich the 

literature and help develop a greater understanding of the financial sector, furthermore to 

confirm or reject the findings. 
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CHAPTER 4 

Explaining the Changing Risk Profile of UK Financial 

Institutions: Non-Crisis and Crisis Related Periods 

4.1 Introduction  

The financial crisis of 2007-2009 revealed that UK financial institutions search for higher 

returns, and coming with it, increasing risk, can sometimes impact negatively on their financial 

performance which ultimately has consequences for the investment and growth prospect of the 

economy if business and the household sector are caught in a credit crunch. For this reason the 

government took steps to reform the failed tripartite regulatory system while at the same time 

stressing the importance of adequate capital and the need to strengthen bank risk management 

processes so as to limit systemic risk. It is for these reasons why the measurement of expected 

returns and risk continues to dominate the finance literature. On the issue of risk and return, 

the Capital Asset Pricing Model (CAPM) of Sharpe (1964) and Lintner (1965) Mossin (1966) 

remains an important model for quantifying the risk return relationship and argues that the only 

relevant risk measure is the beta coefficient which reflects the systematic risk. Owing to the 

models appeal and strength of predictions, the model continues to be widely used by financial 

practitioners and investors to estimate various kinds of risk, such as, for example, cash flow, 

the cost of capital or the performance of managed funds. Nonetheless, despite the models 

intuitive appeal, the model has come under increasing examination as empirical findings 

suggest that asset returns cannot only be explained by the market beta. This is because a number 

of studies, such as Banz (1981), Bhandari (1988), Jegadeesh (1990), and Fama and French 

(1992) have shown that average returns may be determined not only by firm size, earnings 

yield and leverage, but also book-to-market and prior return.  

A key element of the CAPM is the assumption of constant betas during a rising and 

falling market. But if beta varies with market conditions, then it is likely that deductions based 

on its stable make-up can be found to be misleading. In respect to this, Fabozzi and Francis 

(1977) who were the first to test the stability of betas over the bull and bear markets, found no 

evidence to support the hypothesis that stock market affects betas asymmetrically, while in 

their study Woodward and Anderson (2009) argued that the publication of separate alphas and 

betas over bull and bear markets by investment houses highlights just how significant the 

beta/market condition relationship is. In addition to these studies, Clinebell et al. (1993) report 
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that differences in the beta coefficients they discovered over bull and bear market conditions 

were significant, while Wiggins (1992) note that the dual-beta model of Fama and French 

(1992) better explains portfolio returns formed by size, past beta and historic return 

performance, and Reyes (1999) who studied the relationship between size and time-varying 

betas finds no statistical power for both small and large firm indexes of the UK market.  

As highlighted by Brooks et al., (1998) and Faff et al., (2000) their research provides a 

great insight into the performance of modelling techniques surrounding estimating a time 

varying systemic risk variable, beta. The approaches in which they adopt are namely the M-

GARCH modelôs presented by Bollerslev (1990), which utilises conditional variance estimates 

produced by GARCH (1,1), from which are then able to construct a conditional time varying 

beta series. They also apply the time varying heteroskedastic market model produced by 

Schwert and Seguin (1990) as well as the Kalman Filter algorithm, as utilised by Black, Fraser 

and Power (1992), Adrian and Franzoni (2009), Zhou (2013) and Ortas and Moneva (2013). 

Engle and Kroner (1995) produced a more stable GARCH-M model through a BEKK model, 

which is the conditional covariance matrix, there onwards can generate a conditional beta 

series. Since the BEKK introduction from Baba et. al (1990), it has been utilised by many 

authors in their quest to capture the time varying beta studies from Choudhry (2005), Mergner 

and Bulla (2008) and Choudhry and Wu (2009) being examples. Further methods have also 

been implemented from the literature gathered through the rolling regressions technique, which 

was first suggested by Fama and Macbeth (1973) to estimate a time varying beta along with 

Groenewold and Fraser (1999). However, more recently studies have also incorporated the 

rolling regression method through Zhou (2013) and Celik (2013). The aforementioned studies, 

have not the established the differing behaviour of time varying beta across the UK financial 

spectrum, more importantly pre and post crisis period. Given these methods highlighted above 

we will implement five methods within this chapter to capture the time-varying beta of the UK 

financial sectors. We apply the Kalman filter with a random walk as outlined by Harvey (1993) 

and Hamilton (1994), the rolling regression technique as highlighted by Fama and Macbeth 

(1973), the third method we apply is the dynamic conditional correlation GARCH (1,1) (DCC-

GARCH) approach, proposed by Engle (2002). The fourth method is the bivariate diagonal 

BEKK GARCH model as presented by Engle and Kroner (1995) and lastly we apply a GJR-

GARCH model introduced by Glosten et al. (1993). 

The research set forward will aim to answer the question how did beta ultimately vary 

throughout 2000-2012 as well as between the differing UK financial sectors? From which we 
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develop hypotheses in order to aid our attempts to answer the research question set. The 

contribution of this study will enable us to identify how the risk profile of UK financial 

institutions altered at an advanced level over stable and volatile periods as well as how to 

manage risk which can produce greater economic stability. As of yet there is no study that 

solely focusses upon explaining the UK financial sectors time-varying beta across recent 

periods that capture the financial crisis. The findings of our empirical study may be of interest 

to managers of financial institutions, investors and policy makers concerned with the 

movement of the systematic risk of the UK financial sectors. An important concern for policy 

makers in times of crisis is how best to contain and manage risk. This applies even more so as 

the goal of maintaining a stable financial system has received much importance following the 

global financial crisis and the European sovereign debt crisis. In addition, our empirical 

findings are relevant given the continuous discussions on financial regulation and the focus on 

risk measurement and the management of risk. Importantly, effective policy measures can only 

be based on a firm understanding of the risk that present itself in financial markets of which 

stock price volatility plays a central role, reflecting the uncertainty of market participants.    

In short, our results illustrate that the insurance sector possesses the highest systematic risk 

across all financial sectors and holds greatest variability in terms of time-varying beta. This 

can be explained through the insurance sector underwriting the loans from banking and non-

banking institutions as well as underwriting all forms of insurance to earn premiums and 

manage risk within their business model. We also find the banking sector also possesses a high 

degree of systematic risk following the modelling of the time-varying beta. Naturally, one 

would expect these sectors to present a higher beta due to the size of the UK banking and 

insurance sectors. It highlights these two sectors in particular held a large degree of risk from 

which the market priced accordingly in terms of their beta values as these sectors reacted 

greater than the rest of the market during the crisis period. Our findings also suggest the highest 

precision of in-sample forecasting is most suited to rolling regression technique in accordance 

with the Mean Squared Error (MSE). We also find the Kalman filter approach illustrates its 

superiority over all other methods consistently via the modified Diebold and Mariano test 

statistic in the short-term.  

The chapter is organised as follows. Section 2 reviews the existing literature, Section 3 

illustrates the empirical approach of the study. Section 4 highlights the results and Section 5 

concludes the chapter.    
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4.2 Review of the Literature 

As it currently stands there is no literature to our knowledge which is relevant to our study 

in terms of investigating the changing risk profile of UK financial sectors from a beta 

standpoint. There are few studies that even consider UK markets for investigation for the 

stability of beta. So immediately the study we undertake will become a starting point within 

the literature to open a debate upon the nature of risk management among UK financial 

institutions over the economic cycle. Historically, studies within the existing literature hold a 

primary focus towards the stability of beta within the CAPM since its creation by Treynor 

(1961, 1962), Sharpe (1964), Lintner (1965) and Mossin (1966) off the framework of 

Markowitz (1952) theory on diversification. To this present day it is still actively used by fund 

managers along with modern portfolio theory. The first strand of literature we introduce is the 

stability of beta within the CAPM model, which is the main criticism of the model. Jacob 

(1971) first identified this issue as time progresses so does the behaviour of markets and 

therefore beta theoretically follows a time-varying nature. Blume (1971) also examined the 

behaviour of risk over time with the results confirming Jacob (1971) that beta is time-varying. 

Additionally, Blume (1971) illustrated that once a time-varying beta was regressed within their 

model, greater accuracy of results prevailed in the forecasting of risk. Following Blume (1971), 

extensive research from the academic community continuously questioned betasô stability 

within the CAPM with studies from Fabozzi and Francis (1978), Sunder (1980), Alexander and 

Chervany (1980), Bos and Newbold (1984), Collins et al.(1987), Faff et al. (1992) and Kim 

(1993) all deriving beta to be time-varying.  

Following the debate of the stability of beta within the CAPM, the literature disperses into 

the most suitable techniques to capture the time-varying beta. The next strand of literature we 

begin from here is from Brooks et al. (1998), which investigated three different estimation 

techniques of a conditional time-varying beta, the multivariate generalised GARCH, the 

Schwert and Seguin (1990) and the Kalman filter approaches. The aforementioned techniques 

were applied to the Australian industry indices and the Australian stock exchange (ASX). Once 

the conditional betas were calculated Brooks et al. (1998), then estimated in and out of sample 

forecasts in order to derive the most accurate method of conditional time varying beta as well 

as re-apply the estimates into an OLS regression to compute the CAPM. Their research 

highlights the unconditional estimates of systematic risk is not stable over time and such 

information should not be disregarded. Overall the results from Brooks et al. (1998) highlight 

the best approach to calculate returns is to undertake the Kalman filter in both in-sample and 



 
 

121 
 

out-of-sample forecasting. However, each method does provide a similar parameterisation of 

risk once comparing their mean values. Brooks et al. (1998) further note that the Kalman filter 

and Schwert and Seguin approaches produce a lower level of variation in comparison to the 

GARCH approach, which illustrates a higher varying beta. The mean absolute error (MAE) 

and mean squared error (MSE) were calculated and found to yield similar results, which 

highlights the Kalman filter as the best approach. Faff et al., (2000) follows Brooks et al. (1998) 

by investigating the performance of multiple modelling techniques that estimate time varying 

systematic risk in the UK equity indices. The techniques explored by Faff et al., (2000) include 

many types of GARCH models, specifically utilises the EGARCH approach proposed by 

Nelson (1991) as well as the TARCH model proposed by Glosten, Jagannathan and Runkle 

(1993) and Zakoian (1994). Further to the GARCH models, the Kalman filter algorithm was 

used with three approaches from Harvey (1993) and Hamilton (1994), which account for the 

random walk, random coefficient and auto regressive estimation approaches as well as utilising 

the Schwert and Seguin (1990) approach. Faff et al., (2000) then construct an in-sample 

forecast and utilise the MSE to determine the differences in forecast. Further to this, the 

modified Diebold and Mariano test statistic is applied as arranged by Harvey et al., (1997). The 

overall results suggest that beta is unstable over time and systematic risk is time-varying. 

Furthermore, as Brooks et al., (1998) highlight, the best method is found using the Kalman 

filter with the random walk specification, which consistently out-performs the other methods 

in the study. However, Faff et al., (2000) also mention that each method may capture different 

aspects of the time-varying beta as well as all models under-estimated the size of returns and 

lacked sensitivity. Choudhry (2005) focused his research upon the Asian financial crisis and 

investigates the time-varying nature of beta. Choudhry (2005) applies a BEKK GARCH model 

in order to capture the conditional time-varying beta as proposed by Engle and Kroner (1995). 

The study concentrates on the changing economic conditions countries suffer as a result of 

crisis periods, from which Choundhry (2005) highlights specifically 10 Malaysian and 10 

Taiwanese firms, reaction in beta to such periods. Overall the contribution of the paper 

illustrates Malaysian firms were more affected in terms of beta changes in comparison to those 

in Taiwan. The results collated further illustrate that as the crisis period takes a firm grip, the 

firms experience a higher degree of systematic risk. Whereas countries not as affected by crisis 

periods (Taiwan - experienced the least volatility of Asian financial crisis) show beta to remain 

more stable. Mergner and Bulla (2008) continue to build the recent literature within this field 

of conditional time-varying beta. Mergner and Bulla (2008) estimate the conditional beta via 

two Markov switching models, two Kalman filter approaches, bivariate stochastic volatility 
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model via Monte Carlo likelihood estimation and a bivariate GARCH (1,1) model. Their results 

are in line with previous research as the Kalman filter approach with a random walk is the 

model which yields the most accurate forecasts across European sector betas as well as 

confirming beta is unstable over time. Surprisingly, other results worth of note is that the non-

linear modelling via Markov switching model is found to yield the most inferior results in 

comparison to all other techniques utilised within the study.  

The next strand of literature to be introduced is of high importance due to the recent 

developments made in the debate of systematic risks time-varying nature. Choudhry and Wu 

(2009) focussed their study on UK firms from which they examined the forecast ability of beta 

via four different methods; the bivariate GARCH, bivariate BEKK, bivariate GJR-GARCH as 

well as the Kalman filter. Choudhry and Wu (2009) apply the MSE and MAE as well as 

perform the modified Diebold and Mariano test in order to determine which method is most 

accurate to forecast out-of-sample stock returns. The results found show conclusive evidence, 

from the forecasts errors as well as the Diebold and Mariano tests, further supports the Kalman 

filter as the most desirable method in order to compute beta forecasts as well as fully supporting 

the notion that beta is time-varying. Zhao (2013) further contributes to the literature by 

concentrating on REITs within the US equity indices. The techniques adopted within this study 

include DCC-GARCH model from Engle (2002), rolling regression from Fama and Macbeth 

(1973), Schwert and Seguin (1990), Kalman filter and the Markov switching model following 

the process of Hamilton (1989). Zhou (2013) assessed the techniques like previous work via 

the MAE and MSE, from which the Kalman filter remains consistently the best technique. 

However, the Markov switching model is found to be highly accurate in terms of in-sample 

forecasting along with the DCC and Rolling regression. Once out-of-sample forecast 

accuracies are taken, the Markov switching model results are in line with previous research as 

it being an inferior technique. Further analysis is conducted via the modified Diebold and 

Mariano test, with the results yielding a positive result for the Kalman filter as the superior 

technique in comparison to every other method. Celik (2013) a more recent study investigated 

the behaviour of sector betas in the Turkish stock exchanges utilising the rolling regression and 

recursive regression techniques during the global crisis period of 2007-2009. The results 

illustrate that beta is not stable over time and investors should be wary when making an 

investment decision as well as managing a portfolio.  

Following the literature above we firstly hypothesise and expect beta to be a time-varying 

variable as given by the studies which we have highlighted as given by Jacob (1971), Blume 
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(1971), Fabozzi and Francis (1978), Alexander and Chervany (1980), Bos and Newbold (1984) 

and Faff et al., (1992). Secondly, we hypothesise the banking sector possessed the greatest risk 

profile as determined by the market given the events that followed from 2008 onwards with 

the record bailouts. This hypothesis is given by Choudhry and Wu (2009), which call upon the 

academic community for further research within the time-varying beta concept. Lastly, we 

create a hypothesis concerning the techniques of modelling time-varying beta as there seems 

to be a debate within the literature regarding which method deemed most accurate. However, 

we expect the Kalman filter to be the most accurate method in modelling of time-varying beta 

due to its nature of not being a regression model but rather an algorithm as given by Brooks et 

al., (1998), Mergner and Bulla (2008), Choudhry and Wu (2009) and Zhou (2013).   

 

4.3 Empirical Approach  

4.3.1 Data 

Our empirical analysis relies on weekly return data obtained from Bloomberg for the period 

January 2000 to December 2012 which is restricted to the FTSE 350 Banking index, the FTSE 

350 Insurance index, the FTSE 350 Real Estate index, the FTSE 350 Investment Companies 

index, the FTSE 350 Finance companies index, and the return series of the benchmark market 

portfolio which is the FTSE All -Share Index. The choice of the data range is based on the 

availability of the data and because the range includes periods of economic crisis and political 

events corresponding to various shocks which impacted global markets negatively, including 

the New York attacks in 2001, the London attack in 2005, the global financial crisis of 2007-

2009, and the Eurozone debt crisis of 2010, which allows for a better understanding of market 

volatility. Therefore, the period will allow us to make inferences regarding the link between 

the return series.  The main reason for using weekly returns is that it will allow us to identify 

the shifts in beta across these financial sectors over an extended period of time. Since we 

include the market model in our estimation, it is necessary to use returns rather than excess 

returns as theory suggests. This is because importance is given, more often than not, to absolute 

profit and loss. Thus we define 1ln ln .t it itr P P-= -   

The results for the logarithmic return series over the sample period are shown in Figure 1. We 

observe that banking sector returns volatility increased quite dramatically, in comparison to the 

return series of the other four financial sectors included in our sample, in the period that 
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coincides with the contagion effects of the 2007 financial crisis which started in the United 

States (US), which were widespread and global, and which resulted in a UK banking crisis 

when a loss of investorsô confidence in the value of securitized mortgages resulted in a liquidity 

crisis. As the crisis unfolded it revealed, in the autumn of 2008, the full extent to which 

financially distressed UK banks carried high debt, high-risk investments and, moreover, were 

over reliant on short-term financing, thus leading many banks to insolvency.  As short-term 

credit markets froze, and with the UK financial system on the verge of collapse, the Bank of 

England and the UK government stepped in to rescue financially distressed banks by providing 

liquidity assistance. The crisis not only affected consumer confidence, but also investment and 

economic growth. To maintain liquidity of the banking system, as well as to ensure bank 

lending to the corporate and household sector, the Bank of England applied measures aimed at 

stimulating the UK economy including the reduction in Bank Rate to 0.5 per cent, its effective 

lower bound, and in making large-scale asset purchases or quantitative easing. At the same 

time investors perceived a higher risk to most investments and, in consequence, purchased 

perceived safer investments such as gold and a flight to quality investments such as government 

treasury securities resulted. The figure also shows that insurance sector and finance company 

sector return series display sharp but moderate increase in volatility, particularly in 2001 which 

coincide with the 9/11 New York attacks, and the dot com bubble of 2002, while the investment 

company return series indicate minimal levels of volatility.    

 From a visual inspection of our weekly volatility of the financial sectors, displayed in 

Figure 2, we find that the banking and insurance sectors display quite a dramatic increase in 

the level of volatility which again corresponds with the global financial crisis, after which, in 

early 2009, the global markets experienced a deterioration in macroeconomic outlook which 

caused a further volatility but the increase was not as dramatic, followed by a phase of stability 

and tentative signs of recovery in late 2009. After that, a mild form of volatility erupted due to 

the onset of the Eurozone sovereign debt crisis over the period 2010ï12. It is noticeable that 

both the real estate company sector and the finance company sector display dramatic levels of 

volatility during stable time periods while the investment company sector display a moderate 

level of volatility. On account of the volatility levels indicated by the return series, we would 

expect changes in beta to coincide with the volatility dynamics displayed in Figures 1 and 2, 

as well as for there to be lower variations in beta (risk) across the UK financial sector during 

periods of growth and stability, particularly for the banking, insurance and finance company 

sectors. 
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Figure 1: Returns of Financial Sector Indices 2000-2012 
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Figure 1 Continued. 

 

 

 

 

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

-0
.0

3
4

0
9

6
4

2
6

-0
.0

0
0

9
9

3
9

0
1

0
.0

1
8

7
9

2
8

4
1

-0
.0

9
2

9
7

3
9

2
9

0
.0

1
1

0
7

8
0

4
8

-0
.0

6
7

0
7

0
4

7
1

-0
.0

1
4

0
1

2
6

0
8

-0
.0

4
8

0
3

4
4

2
7

-0
.0

0
8

4
6

0
1

8
1

0
.0

0
1

4
0

3
3

5
7

0
.0

0
1

5
9

7
9

3
5

-0
.0

0
3

4
1
5

4
7

1
0

.0
1

0
4

9
9

1
5

2

0
.0

4
3

4
4

7
7

7
9

0
.0

0
5

0
6

9
2

2
5

0
.0

0
6

3
0

2
8

9
0

.0
0

5
5

2
0

7
6

1

0
.0

2
4

1
1

3
6

9
3

0
.0

2
9

8
6

2
0

6

-0
.0

1
0

7
3

7
0

4
8

0
.0

1
0

9
9

7
7

5
4

0
.0

1
8

7
9

4
9

2
3

-0
.0

5
4

3
2

9
9

8
6

0
.0

5
5

3
2

5
7

2
1

0
.0

1
0

2
4

7
1

2
5

-0
.0

1
2

9
6

8
0

0
6

0
.0

2
0
0

6
6

0
9

2

-0
.0

1
8

8
0

5
8

2
7

-0
.0

0
9

6
2

2
6

5

-0
.0

2
7

8
2

0
6

2
5

-0
.0

3
1

3
7

5
2

1
9

0
.0

6
3

3
1

5
6

5
4

0
.0

2
1

9
7

7
6

8
4

0
.0

0
4

4
5

7
3

4
4

R
e

tu
rn

s

Returns of Real Estate Sector Index 2000-2012

FTSE 350 REALE Index

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

-0
.0

3
4

0
9

6
4

2
6

-0
.0

0
0

9
9

3
9

0
1

0
.0

1
8

7
9

2
8

4
1

-0
.0

9
2

9
7

3
9

2
9

0
.0

1
1

0
7

8
0

4
8

-0
.0

6
7

0
7

0
4

7
1

-0
.0

1
4

0
1

2
6

0
8

-0
.0

4
8

0
3

4
4

2
7

-0
.0

0
8

4
6

0
1

8
1

0
.0

0
1

4
0

3
3

5
7

0
.0

0
1

5
9

7
9

3
5

-0
.0

0
3

4
1
5

4
7

1
0

.0
1

0
4

9
9

1
5

2

0
.0

4
3

4
4

7
7

7
9

0
.0

0
5

0
6

9
2

2
5

0
.0

0
6

3
0

2
8

9
0

.0
0

5
5

2
0

7
6

1

0
.0

2
4

1
1

3
6

9
3

0
.0

2
9

8
6

2
0

6

-0
.0

1
0

7
3

7
0

4
8

0
.0

1
0

9
9

7
7

5
4

0
.0

1
8

7
9

4
9

2
3

-0
.0

5
4

3
2

9
9

8
6

0
.0

5
5

3
2

5
7

2
1

0
.0

1
0

2
4

7
1

2
5

-0
.0

1
2

9
6

8
0

0
6

0
.0

2
0
0

6
6

0
9

2

-0
.0

1
8

8
0

5
8

2
7

-0
.0

0
9

6
2

2
6

5

-0
.0

2
7

8
2

0
6

2
5

-0
.0

3
1

3
7

5
2

1
9

0
.0

6
3

3
1

5
6

5
4

0
.0

2
1

9
7

7
6

8
4

0
.0

0
4

4
5

7
3

4
4

R
e

tu
rn

s

Returns of Investment Trust Sector Index 2000-2012

FTSE350 INVC Index

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

-0
.0

3
4

0
9

6
4

2
6

-0
.0

0
0

9
9

3
9

0
1

0
.0

1
8

7
9

2
8

4
1

-0
.0

9
2

9
7

3
9

2
9

0
.0

1
1

0
7

8
0

4
8

-0
.0

6
7

0
7

0
4

7
1

-0
.0

1
4

0
1

2
6

0
8

-0
.0

4
8

0
3

4
4

2
7

-0
.0

0
8

4
6

0
1

8
1

0
.0

0
1

4
0

3
3

5
7

0
.0

0
1

5
9

7
9

3
5

-0
.0

0
3

4
1
5

4
7

1
0

.0
1

0
4

9
9

1
5

2

0
.0

4
3

4
4

7
7

7
9

0
.0

0
5

0
6

9
2

2
5

0
.0

0
6

3
0

2
8

9
0

.0
0

5
5

2
0

7
6

1

0
.0

2
4

1
1

3
6

9
3

0
.0

2
9

8
6

2
0

6

-0
.0

1
0

7
3

7
0

4
8

0
.0

1
0

9
9

7
7

5
4

0
.0

1
8

7
9

4
9

2
3

-0
.0

5
4

3
2

9
9

8
6

0
.0

5
5

3
2

5
7

2
1

0
.0

1
0

2
4

7
1

2
5

-0
.0

1
2

9
6

8
0

0
6

0
.0

2
0
0

6
6

0
9

2

-0
.0

1
8

8
0

5
8

2
7

-0
.0

0
9

6
2

2
6

5

-0
.0

2
7

8
2

0
6

2
5

-0
.0

3
1

3
7

5
2

1
9

0
.0

6
3

3
1

5
6

5
4

0
.0

2
1

9
7

7
6

8
4

0
.0

0
4

4
5

7
3

4
4

R
e

tu
rn

s

Returns of Finance Company Index 2000-2012

FTSE 350 FIN Index



 
 

127 
 

Figure 2: Volatility of Financial Sector Indices 2000-2012 
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Figure 2 Continued. 
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values to prevail. The banking sector illustrates the highest kurtosis value of 13.0469, which 

suggests, as expected this is the sector with greatest volatility, given unfolding events impacting 

the banking sector primarily. Skewness of all variables are all left skewed distributed, where 

most values are concentrated on the right of the mean, with the extreme values to the left. The 

most extreme value of skewness between the sectors is found within the investment company 

sector with a value of -1.237, this could be said due to their high exposure to the stock markets. 

In terms of skewness, insurance companies are found to be the most diversified as they the 

least volatile with a value of -0.5611. The standard deviation is another measure of 

volatility/risk from which we can clearly see the banking sector is the most volatile with a value 

of 0.0423 in accordance with the kurtosis. However, the least volatile sector according to the 

standard deviation is said to be the investment companies sector which produces a value of 

0.0262, which is conflicting against the skewness as it suggests they are in fact the most 

diversified sector and closest to the standard deviation of the FTSE. Furthermore, we can also 

highlight within the returns of each sector the banking sector demonstrates the lowest mean of 

-0.0008, which enhances the debate of this sector being deemed the most volatile, which is then 

followed by the insurance sector with a value of -0.0004. We find the real estate sector produces 

the highest mean value of 0.0003. In terms of returns the highest maximum value is 

demonstrated by the insurance sector of 0.1745 with the banking sector produced the lowest 

minimum value of -0.3452. The maximum and minimum value to a certain extent highlights 

the ranges of the sector values. 

 

Table 1: Descriptive Statistics 

 FTSE  Banks Insurance Invest. T. Real Ests. Finance C. 

Mean -0.0001 -0.0008 -0.0004 0.0002 0.0003 0.0002 

Median 0.0016 0.0005 0.0022 0.0015 0.0032 0.0028 

Maximum 0.1258 0.1712 0.1745 0.1082 0.1297 0.1550 

Minimum  -0.2363 -0.3452 -0.2020 -0.2154 -0.1896 -0.2481 

Std. Dev. 0.0263 0.0423 0.0358 0.0262 0.0336 0.0387 

Skewness -1.0998 -1.1136 -0.5611 -1.2370 -1.1515 -0.5897 

Kurtosis 14.5560 13.0469 7.5989 11.6426 8.7998 6.7468 

Jarque-Bera 3903.461 2987.26 632.126 2279.6670 1098.4 435.242 

Aug. D-Fuller  -28.1757 -27.300 -25.337 -16.5106 -26.476 -26.179 

Phillips-P -28.1974 -27.2963 -25.418 -26.7477 -26.485 -26.204 

___________________________________________________________________________ 
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4.3.3 Methodology 

We employ five different methods in order to compute the conditional time varying beta. 

Firstly, we must estimate the traditional market model in order to gather estimated expected 

returns with the market model estimated as follows: 

Ὑ ‌ ‍Ὑ ‐                  (4.1) 

Where;Ὑ  is the logged returns of the sector index, Ὑ  is denoted as the logged returns of the 

market index, ‍ = COVARIANCE(Ὑ,Ὑ )/VARIANCE(Ὑ ), ‌ is denoted as the natural 

logged risk-free asset denoted as the UK 10 year government bond and ‐ = 0 as the 

disturbance term.  

The first method we apply in order to capture the time varying beta is the Kalman Filter, 

which is a state space model estimated via a recursive algorithm as proposed by Harvey (1993) 

and Hamilton (1994). The Kalman Filter being a state space model can be applied to 

incorporate unobserved variables into a model and estimate them along with the observed 

variables. We can use this as illustrated by Faff et. al (2000) and Choudhry and Wu (2009), 

whereby the Kalman Filter will recursively forecast conditional betas from an initial stochastic 

process, which will generate a series of conditional intercepts and beta coefficient for the 

CAPM. Furthermore, when following then Kalman Filter approach we must be aware of 

misspecification of the transition equation, whereby a failure of convergence highlights the 

error.  

 We follow Faff et al. (2000) to apply the random walk method due to reliability of 

results, which is estimated by firstly applying equation (1). We then apply the random walk 

process to compute beta which is illustrated as follows: 

‍ ‍ ὺ                   (4.2) 

 The second approach we employ is the rolling regression method as firstly utilised by 

Fama and Macbeth (1973) as well as in more recent studies from Zhou (2012) and Celik (2013). 

This method comprises estimating an OLS regression of equation (1), follows by a window 

size of 15 to estimate the market beta, with a rolling size of 1, meaning a time varying beta is 

calculated on a weekly basis, thereafter 15 observations we generate a conditional beta series.  

The third method we apply is the dynamic conditional correlation GARCH (1,1) (DCC-

GARCH) approach, first proposed by Engle (2002).  The advantage of opting for this 
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methodological approach is for the detection of potential alterations within the conditional 

correlations across a time series, which will highlight to us the responses of the market 

interpretations of dynamic changes in risk. Furthermore, Cho and Parhizgari (2008) highlight 

the DCC-GARCH model will enable us to estimate the correlation coefficients of the 

standardised residuals and therefore accounting for heteroskedasticity. The DCC-GARCH 

continuously adjusts the correlations for the time-varying volatility, which provides a superior 

measure for correlation. The DCC-GARCH methodology we apply consists of a two-step 

procedure, the first is the estimation of a univariate GARCH model. Secondly is the estimation 

of the conditional correlations that vary through the time-series. 

The DCC-GARCH design is demonstrated as follows: 

Ὄ ὈὙὈ                    (4.3) 

Where: Ὄ is a matrix of (2×1) containing the natural logged returns of the stock index and 

market index.          

Ὀ ὨὭὥὫέὲὥὰὬȟȟὬȟȟȣ Ὤȟ                 (4.4) 

Ὑ ὨὭὥὫέὲὥὰὗ Ⱦὗ ὨὭὥὫέὲὥὰὗ Ⱦ               (4.5) 

ὗ ρ ‪ ‒ὗ ‒ὗ ‏‪ȟ ȟ‏                (4.6) 

Where: Ὀ is the diagonal matrix of conditional standard deviations for return series, which is 

obtained from the estimation of the GARCH (1,1) model, where Ὤȟ on the diagonal ith term. 

Ὑ is defined as the conditional correlation matrix of the standardised returns, where ὗ is the 

positive definite matrix containing the conditional variances and covariance of ‐. ὗ Ⱦ  is 

defined as the inverted diagonal matrix with the square root of the diagonal elements of ὗ. ὗ 

is the unconditional correlations of ‏ȟ ȟ‏ȟ , ‪ and ‒ are nonnegative scalar parameters as 

followed by Engle (2002).  

Where the log-likelihood of the estimators are given as: 

ὒ В ὲÌÏÇς“ ÌÏÇ ȿὈȿ ‐Ὀ Ὀ ‐ ÌÏÇ ȿὙȿ Ὑ‏ ‏ ‏‏    (4.7) 

The dynamic conditional correlations are produced by the following: 

” ȟ
ȟ ȟ ȟ

ȟ ȟ ȟ ȟ

             (4.8) 




