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ABSTRACT

Detecting salient objects in images has been a fundamental problem in computer vision. In recent years, deep learning has shown its impressive performance in dealing with many kinds of vision tasks. In this paper, we propose a new method to detect salient objects by using Conditional Generative Adversarial Network (GAN). This type of network not only learns the mapping from RGB images to salient regions, but also learns a loss function for training the mapping. To the best of our knowledge, this is the first time that Conditional GAN has been used in salient object detection. We evaluate our saliency detection method on 2 large publicly available datasets with pixel accurate annotations. The experimental results have shown the significant and consistent improvements over the state-of-the-art methods on a challenging dataset, and the testing speed is much faster.
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1. INTRODUCTION

Saliency detection devoting to highlight the complete salient objects is one of the fundamental problems, which has been drawn much attention in recent years. It has large wide applications in computer vision tasks, such as object recognition [1], image segmentation [2], and person re-identification [3]. During the past few years, we have witnessed significant improvements on these tasks since lots of conventional classic methods [4, 5, 6, 7] and deep learning [8, 9] have been proposed to obtain the salient information.

Accuracy and efficient representation features have been required to estimate the saliency. Most of existing conventional saliency detection methods [4, 5, 6, 7] mainly devote to design the low-level saliency cues about image colour, edge, and texture, or extract the middle-level object information on contour, shape, and spatial context. However, these hand-crafted features cannot make obvious contrast between background and the salient object. This key and challenging issue can be resolved by high-level representation features and have attracted the attention of many researchers. The deep Convolutional Neural Network (CNN) was proposed in [8] to solve the existing problem due to its powerfulness of extracting high-level feature representations [10]. They use parallel CNNs to extract global context and extract local context to model the saliency and refine the saliency respectively. However, this method needs to detect a variety of regions first and then select the salient objects from them. Furthermore, Fully Convolutional Networks (FCN) [9] were proposed to directly create pixel-to-pixel saliency map in an end-to-end manner to improve the efficiency. It seems that the saliency detection task can be regarded as image-to-image translation. Recently, a Conditional Generative Adversarial Net (CGANs) [11] has been proposed and demonstrated its effective performance in day-to-night scenery translation, edge-to-object translation and so on.

In this paper, we concentrate on detecting distinctive regions by using CGAN. GAN [12] was proposed by Goodfellow et al. in 2014. It has already been successfully utilized in many fundamental tasks such as texture generation [13], arbitrary face generation [14], and hand-craft digits generation. Inspired by these, we implement GAN in saliency generation. To our knowledge, this is the first time that GAN has been used in saliency detection. In conventional GANs, G takes a random noise vector to synthesize an image. But in our task, we feed the label to both G and D. G takes a RGB image x and a random noise vector z as the inputs, with the goal of generating a salience map y can fool D. Specifically, G learns a mapping from the input image to a saliency map l. The created map y is then concatenated with the RGB images to feed to D. At the same time, the ground truth saliency map l is also concatenated with RGB image to feed to D. D tries its best to distinguish the real pair from all the pairs. The creating saliency samples can be seen in Figure 1.

This paper makes following contributions:
1) We propose to detect the salient region by using Conditional GAN. We use encoder and decoder structure in G to share the low-level information and U-net to improve the performance in detail.

2) We have achieved the state-of-the-art performance on a challenging dataset.

3) The testing speed is much higher than state-of-the-art deep learning methods.

2. RELATED WORK

2.1 Generative Adversarial Network (GAN)

Goodfellow et al. [12] proposed GAN to learn generative models via an adversarial process. GAN model mainly includes two parts, one is generator which is used to generate images with random noises, and the other one is the discriminator used to distinguish the real image and fake image (generated image). During the adversarial game, the generator improves its ability of generating images closed to real images and the discriminator improves its ability of distinguishing respectively. GAN has been used for image synthesis, image super resolution and so on. However, the network is not stable and sometimes creates some noise images. CNN was applied in both D and G instead of original generator and discriminator to make the network more stable and effective [15]. Based on this, labeled data were feed to both G and D to train a supervised model [11]. The similar method has performed well in arbitrary face generation.

2.2 Saliency Detection

During the past few years, image saliency detection has been extensively studied and a variety of methods have been proposed to represent salient maps. These methods can be summarized into conventional methods and deep learning. The former methods [4, 5, 6, 7] try to predict scene locations where a human observer often noticed. Salient object detection [4], [6], [16] aims at highlighting the salient region, which has been shown benefits to a wide range of computer vision applications. Much more detailed reviews of the saliency models can be found in [17]. More recently, deep learning techniques have been introduced to image saliency detection. These methods [8], [18] typically use CNN to examine a variety of region proposals, from which the salient objects are selected. Currently, more and more methods tend to learn in an end-to-end manner and directly generate pixelwise saliency maps via fully convolutional networks (FCN) [9], [19].

Saliency models can be further divided into static and dynamic ones according to their input. In this work, we aim at detecting saliency object regions in static images. In this paper, we propose a deep learning model for detecting salient object regions. The proposed model is effective, yet more computationally efficient compared with existing saliency models. To the best of our knowledge, this paper is the first work to use conditional GAN in detecting salient region.

3. CONDITIONAL GAN FOR SALIENCY DETECTION

3.1 Conditional GAN Architecture Overview

We start with an overview of our Conditional GAN saliency detection model before going into details below. The supervised network is trained with RGB images and salient binary images to learn a mapping or a distribution used to calculate the salient region in an image. Figure 2 shows the workflow.
Figure 2. The framework of the training process. We use both encoder and decoder in G, it is a good way to share the low-level information between the input and output at the bottleneck. We also add skip connections in G following the general shape of a U-net [20] to improve the performance in details. Specifically, we add skip connections between each ith layer and (n – i)th layer, where n is the total number of layers. Each skip connection simply concatenates all channels at layer ith with those at layer (n – i)th. The structure of D is similar to DCGAN [15], using convolutional network instead of G in original GANs to be more stable and efficient.

Once the saliency model is built, we can get the created salient map by for the new image input to the model.

3.2 Saliency detection using conditional GAN

3.2.1 GAN

GAN mainly includes two parts, one is a generator G and the other is a discriminator D. It sets up a game \( V(G, D) \) between G and D. In this game, the aim of G is to create samples \( G(z) \) to fool D. In contrast, the aim of D is to distinguish the real images from the real images and the created one \( G(z) \). G trains itself to improve the ability of creating real-looking samples, D trains itself to improve the ability of distinguishing real images, respectively. The game is over when D cannot discriminate the created samples are real or fake. The process can be expressed by equation (1)

\[
\min G \max D V(G, D) = E_{x \sim p_d(x)}[\log D(x)] + E_{z \sim p_z(z)}[\log(1 - D(G(z)))]
\]

It is proved that this minimax game has a global optimum when the distribution \( p_d \) of the synthetic samples and the distribution \( p_d \) of the training samples are the same. Under mild conditions (e.g., G and D have enough capacity), \( p_d \) converges to \( p_d \). In practice, it is better for G to maximize \( \log(D(G(z))) \) instead of minimizing \( \log (1 - D(G(z))) \). Thus, G and D are trained to alternatively optimize the following objectives:

\[
\max D V_D(G, D) = E_{x \sim p_d(x)}[\log D(x)] + E_{z \sim p_z(z)}[\log(1 - D(G(z)))]
\]

\[
\max G V_G(D, G) = E_{x \sim p_d(x)}[\log D(G(x))] + E_{z \sim p_z(z)}[\log(1 - D(G(z)))]
\]

3.2.2 Conditional GAN

Conditional GAN accepts the text [21], labeled data [22] and images [23] to supervise the training process for creating new samples. Compare to original GANs, labeled data \( l \) are feed to both G and D. So the aim of G is to create samples \( G(x, z) \) to fool D and the aim of D is to distinguish the real images from the real images and the created one \( G(x, z) \). The objective of a conditional GAN can be expressed as:

\[
\min G \max D F(D, G) = E_{x \sim p_d(x)}[\log D(x, l)] + E_{z \sim p_z} [\log(1 - D(G(x, G(x, z)))]
\]

In our task, there is a big difference between image x and labeled data (saliency map) \( l \). Actually, our task can be regarded as an image-to-image translation task. Inspired by [11], we concatenate image x and groundtruth saliency map l
to build an image-label pair \( x_l \), and the generated saliency map \( y \) is also concatenated with image \( x \), then we get a created image-label pair \( xy \). Therefore, the objective in our task can be expressed as:

\[
\min \max F(D, G) = E_{x \sim p_d(x)}[\log D(x_l, xy)] + E_{z \sim p_z(z)}[\log(1 - D(x, G(x, z)))]
\]  

(5)

4. EXPERIMENT AND ANALYSIS

4.1 Datasets

We report our performance on two public benchmark datasets following the method mentioned in [8]. ECSSD [24] is the extended dataset of CSSD containing 1,000 structurally complex images acquired from the Internet, and the groundtruth masks are annotated by five labelers. PASCAL-S [25] was built on the validation set of the PASCAL VOC 2010 segmentation challenge. It includes 850 natural images with both saliency segmentation groundtruth and eye fixation groundtruth. Saliency groundtruth masks were labeled by 12 subjects. In this paper, we just use saliency segmentation groundtruth to measure our generated salient region.

4.2 Training Process

We use the largest salient object dataset, MSRA10k [26], for the training purpose. This dataset including 10k images and the corresponding binarized groundtruth and covering varied image contents, such as indoor, outdoor, human, animals, vehicles, is widely used in saliency detection. We random select 9000 images to train the model and the rested 1000 images are used for validation. We resize the image to 256*256 to satisfy the requirement of the network, because we use encoder and decoder in \( G \) and linear transformation in \( G \) which could not process arbitrary size images. When we get the created salient maps, we resize them again to revert to their original sizes.

For the network setting, we follow the optimization strategy in [15]. The batch size is set to be 1. Adam optimizer is used with a learning rate of 0.0002 and momentum 0.5. The whole training process costs about 100 hours (900k iterations) on a PC with the specs of i7 4.0 GHz CPU, a GTX 1080 GPU, and 8G RAM.

4.3 Performance Comparison

4.3.1 Measures

First, we report quantitative evaluation results on four widely used performance measures: precision, recall, F-score and MAE. For each saliency map, we set threshold from 0 to 255 to generate 256 values of every measurement. All the evaluation results on the dataset are obtained via averaging the measures over saliency maps in the dataset.

Precision measures the percentage of the number of detected salient-object regions inside the ground-truth regions over those of detected salient-object regions, while recall is defined as the proportion of the number of detected salient-object regions inside the ground-truth regions over those of the ground-truth regions, as follows:

\[
\text{precision} = \frac{\text{the detected points inside groundtruth}}{\text{the detected points}}
\]  

(6)

and

\[
\text{recall} = \frac{\text{the detected points inside groundtruth}}{\text{the salient object points in groundtruth}}
\]  

(7)

As neither precision nor recall considers the true negative saliency assignments, the mean absolute error (MAE) is also introduced as a complementary measure. MAE is defined as the average per-pixel difference between an estimated saliency map \( S \) and its corresponding ground truth \( G \). Here, \( S \) and \( G \) are normalized to the interval \([0, 1]\). MAE is computed as:

\[
\text{MAE} = \frac{1}{h \times w} \sum_{i=1}^{h \times w} |S(x_i) - G(x_i)|
\]

(8)

The parameter \( h \) and \( w \) refer to the height and width of the input frame image respectively.
The F-measure score is the overall performance measurement computed by the weighted harmonic of precision and recall:

\[
F - \text{measure} = \frac{(1+\beta^2) \cdot \text{precision} \cdot \text{recall}}{\beta^2 \cdot \text{precision} + \text{recall}}
\]  

(9)

We set \(\beta^2 = 0.3\) to weigh precision higher than recall as suggested in [27]. All the results are shown in Table 1.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Precision</th>
<th>Recall</th>
<th>MAE</th>
<th>F-measure Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECSSD</td>
<td>0.7480</td>
<td>0.8118</td>
<td>0.1153</td>
<td>0.7644</td>
</tr>
<tr>
<td>PASCAL-S</td>
<td>0.7065</td>
<td>0.7471</td>
<td>0.1665</td>
<td>0.7151</td>
</tr>
</tbody>
</table>

### 4.3.2 Comparison

To evaluate the quality of the proposed approach, we provide quantitative comparison for performance of the proposed method against several top-performing alternatives: Graph-based visual saliency (GBVS) [28], saliency filters (SF) [6], global contrast (GC) [4], contextual emergence of object saliency (CEOS) [29], and principal component analysis (PCA) [30], graph-based manifold ranking (GBMR) [31], hierarchical saliency (HS) [24], discriminative regional feature integration (DRFI) [32], and Multi-context deep learning (MCDL) [8]. Figure 3 shows visual comparison of several mentioned methods. In addition, as mentioned above, F-measure score is the overall performance measurement, so we conduct the comparison on this measure. The comparison results can be seen in Table 2.

<table>
<thead>
<tr>
<th>Methods</th>
<th>GBVS</th>
<th>SF</th>
<th>GC</th>
<th>CEOS</th>
<th>PCAS</th>
<th>GBMR</th>
<th>HS</th>
<th>DRFI</th>
<th>MCDL</th>
<th>OURS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECSSD</td>
<td>0.5528</td>
<td>0.5448</td>
<td>0.5821</td>
<td>0.6465</td>
<td>0.5800</td>
<td>0.6570</td>
<td>0.6391</td>
<td>0.6909</td>
<td>0.7322</td>
<td>0.7644</td>
</tr>
<tr>
<td>PASCAL-S</td>
<td>0.5929</td>
<td>0.5740</td>
<td>0.6184</td>
<td>0.6557</td>
<td>0.6332</td>
<td>0.7055</td>
<td>0.6819</td>
<td>0.7477</td>
<td>0.7940</td>
<td>0.7151</td>
</tr>
</tbody>
</table>

Table 2 shows the performance of our method and other nine state-of-the-art methods using these two datasets. As shown in Table 2, our method outperforms the state-of-the-art methods on the ECSSD dataset [24], while it is not the best one in PASCAL-S dataset, a little lower than both DRFI and MCDL. The PASCAL-S includes several 2-object and multi-object images, however, the MSRA10k dataset which we use to train the model doesn’t include such kind of images. The network has strong learning ability, but it is hard to map the object that it hasn’t seen before. As we can see from Fig 3, our method gets a whole contour of salient objects. Overall, our network shows an improvement over the current state-of-the-art across challenging ECSSD dataset. In addition, detecting a saliency map with 256*256 pixels by using our model only takes about 0.25s, much lower than that mentioned in [8, 9].
5. CONCLUSION

We have proposed to create a saliency map by using conditional GANs. We use an encoder-decoder structure in G instead of original G to improve the mapping ability between RGB images and saliency binarized maps, U-net has also been used in this process. The Experiment using the F-measure score on 2 large public available datasets shows that our results are better than some previous best results. We have achieved a very good performance in challenging dataset ECSSD. Additionally, our model is efficient, creating 4 saliency maps in 1s on a GPU. In future, we will modify the network to deal with the objects that it hasn’t seen in the training process.
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