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ABSTRACT
We construct the largest curved-sky galaxy weak lensing mass map to date from the DES first-year (DES Y1) data. The map, about 10 times larger than previous work, is constructed over a contiguous $\sim 1,500$ deg$^2$, covering a comoving volume of $\sim 10$ Gpc$^3$. The effects of masking, sampling, and noise are tested using simulations. We generate weak lensing maps from two DES Y1 shear catalogs, META Calibration and IM3SHAPE, with sources at redshift $0.2 < z < 1.3$, and in each of four bins in this range. In the highest signal-to-noise map, the ratio between the mean signal-to-noise in the E-mode and the B-mode map is $\sim 1.5$ ($\sim 2$) when smoothed with a Gaussian filter of $\sigma_z = 30$ (80) arcminutes. The second and third moments of the convergence $\kappa$ in the maps are in agreement with simulations. We also find no significant correlation of $\kappa$ with maps of potential systematic contaminants. Finally, we demonstrate two applications of the mass maps: (1) cross-correlation with different foreground tracers of mass and (2) exploration of the largest peaks and voids in the maps.
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1 INTRODUCTION

One way to map the mass distribution of the Universe is by using the technique of weak gravitational lensing. (Kaiser & Squires 1993; Massey et al. 2007; Van Waerbeke et al. 2013; Vikram et al. 2015; Chang et al. 2015; Oguri et al. 2017). The motivations for generating these mass maps using weak lensing are twofold. First, it is easy to pick out distinct features and understand the qualitative characteristics of the mass distribution from maps. Second, as the maps ideally preserve the full, uncompressed information for the field, they enable the extraction of non-Gaussian infor-
mation beyond the standard two-point statistics used in cosmology (e.g. Abbott et al. 2016; Kwan et al. 2017; Hildebrandt et al. 2017). These non-Gaussian statistics are being explored using 3-point statistics (Cooray & Hu 2001; Dodelson & Zhang 2005), peak counts (Dietrich & Hartlap 2010; Kratochvil et al. 2010; Kacprzak et al. 2016), and the full Probability Density Function (PDF) of the map (Clerkin et al. 2015; Patton et al. 2016). As the statistical uncertainties in the current and future data sets decrease, we expect these higher-order statistics to offer new constraints that are complementary to the more traditional two-point approaches.

Physically, a weak lensing mass map, or convergence map, represents the integrated total matter density along the line-of-sight, weighted by a broad lensing kernel that peaks roughly half-way between the observer and the source galaxies from which the measurement is made. Since lensing does not distinguish between the species and dynamical state of the mass, or the “lens”, one can directly probe mass with weak lensing, which is a key difference from maps constructed from biased tracers of mass such as galaxies. The theoretical framework of constructing weak lensing convergence maps from the weak lensing observable, shear, has been developed since Kaiser & Squires (1993, hereafter KS) and Schneider (1996). Shear and convergence are second derivatives of the same lensing potential field, which makes it possible to convert between them up to a constant.

Small-field weak lensing mass maps have been commonly used in galaxy cluster fields to study the detailed structure of the cluster mass distribution and compare with the distribution of baryonic matter (Clowe et al. 2006; von der Linden et al. 2014; Melchior et al. 2015). These maps have relatively high signal-to-noise because the cluster lensing signal is ∼ 10 times larger than the lensing signal from the large-scale structure (Bartelmann & Schneider 2001), and the information about the fields was obtained using deep imaging to achieve a high number density of source galaxies for weak lensing measurements. A number of algorithms beyond KS were developed to specifically tackle the mass reconstruction with clusters and have been successfully implemented on data (Seitz et al. 1998; Marshall et al. 2002; Leonard et al. 2014).

Wide-field convergence maps, on the other hand, have only been constructed recently, thanks to the development of dedicated weak lensing surveys that cover patches of sky on the order of hundreds of square degrees or larger. This includes the Canada-France-Hawaii Telescope Lensing Survey (CFHTLenS, Erben et al. 2013), the Kilo-Degree Survey (KIDS, de Jong et al. 2015), the Hyper SuprimeCam Survey (HSC, Aihara et al. 2017) and the Dark Energy Survey (DES, Flaugher 2005). Van Waerbeke et al. (2013) was the first to study in detail these wide-field weak lensing mass maps in four fields (adding up to a total of 154 deg$^2$) of the CFHTLenS data, including the noise properties, high-order moments, and the cross-correlation with galaxies. In Vikram et al. (2015) and Chang et al. (2015), we carried out a similar analysis with early DES Science Verification (SV) data using a 139 deg$^2$ contiguous region of the sky. Recent work from HSC (Mandelbaum et al. 2017; Oguri et al. 2017) also carried out an analysis of mass map reconstruction using the HSC data in both 2D and 3D. Although the area of these maps are not as large (the total area of the data set is 136.9 deg$^2$, split into six separate fields), the number density of the sources is several times larger than in the other data sets (25 galaxies per arcm$^2$), which allows for reconstruction on much smaller scales. Oguri et al. (2017) looked at cross-correlation of the mass maps with galaxy distributions and several systematics tests. All three studies described above use the KS method under flat-sky approximation, and show that the mass maps contain significant extractable cosmological information.

Continuing from the SV work described above to the first year of DES data (DES Y1), we present in this paper a weak lensing mass map of ∼ 1,500 deg$^2$, more than ten times larger than the SV map. A few advances over the SV studies were made: First, given the large area of the mass map on the sky, it was necessary to go beyond the flat-sky approximation and employ curved-sky estimators. The implementation of the curved-sky reconstruction borrows from tools developed for CMB polarisation analyses and has been studied in detail in the context of weak lensing mass mapping and cosmic shear (Heavens 2003; Castro et al. 2005; Heavens et al. 2006; Kitching et al. 2014; Leistedt et al. 2017; Wallis et al. 2017). The first all sky curved weak lensing maps constructed from simulations were presented in Fosalba et al. (2008), which was an extension from the work on constructing mock galaxy catalogs in Gaztanaga & Bernardeau (1998). Second, we move from a single redshift bin to multiple redshift bins, a first step towards constructing a 3D weak lensing map. These tomographic bins match those used in the DES Y1 cosmology analysis, thus making our maps very complementary to the series of DES Y1 papers that focus on two-point statistics (DES Collaboration et al. 2017; Troxel et al. 2017; Prat et al. 2017; MacCrann et al. 2017). Specifically, this paper presents the spatial configuration and phase information of the data that goes into these cosmological analyses. Finally, we explore for the first time the possibility of constructing the lensing potential and deflection fields. These fields are commonly studied in the CMB lensing community, but seldom constructed and visualised using measurements of galaxy lensing except in some theoretical studies (Vallinotto et al. 2007; Dodelson et al. 2008; Chang & Jain 2014). The primary reason that potential and deflection fields are seldom used in galaxy lensing is that the information of the potential and deflection fields are on scales much larger (or lower $\ell$ modes) than the convergence field. This means that in previous smaller data sets, there is not enough low $\ell$ information in the data to reconstruct the potential and deflection fields. However, with the wide-field data used in this work, we are just beginning to enter the era where the reconstruction is not dominated by noise and interesting applications can be explored. For example, with an accurate deflection field, one can “delens” the galaxy fields and move the observed galaxy positions back to their unlensed position, which would improve measurements such as galaxy-galaxy lensing (Chang & Jain 2014). Similarly, having a good estimate of the lensing potential could in principle provide foreground information for delensing the CMB (Marian & Bernstein 2007; Manzotti et al. 2017; Yu et al. 2017).

This paper is organised as follows. In Sec. 2 we introduce the formalism used for constructing the curved-sky convergence map from shear maps. In Sec. 3, the data and simulations used in this paper are described. We then outline in Sec. 4 the practical procedure of constructing the maps from the DES Y1 shear catalogs. In Sec. 5 we present a series of tests using simulated data to quantitatively understand the performance of the map-making method as well as how that method interacts with the different sources of noise in the data. We then present our final DES Y1 mass maps in Sec. 6 for different redshift bins and test for residual systematic effects by cross-correlating the maps with observational quantities. We follow up with two applications of the mass maps in Sec. 7: (1) cross-correlation of the mass maps with different foreground galaxy samples, and (2) examination of the largest peaks and voids in the maps. We conclude in Sec. 8. In Appendix A we investigate the different approaches of masking and their effect on the recon-
struction. In Appendix B we demonstrate the possibility of reconstructing the weak lensing potential and deflection maps in addition to the convergence map, which will become more interesting in future datasets as the sky coverage increases. Finally in Appendix C we present convergence maps from the 1M3SHAPE shear catalog (in addition to the maps from the METACALIBRATION shear catalog presented in the main text) to show the consistency between the catalogs.

2 FORMALISM

As mentioned in Sec. 1, the construction of convergence ($\kappa$) maps from shear ($\gamma$) maps in data has been done assuming the flat-sky approximation in most previous work (Van Waerbeke et al. 2013; Vikram et al. 2015; Chang et al. 2015) due to the relatively small sky coverage involved. In fact, as shown in Wallis et al. (2017), the gain in moving from flat-sky to curved-sky is very marginal in the case where the data is on the order of 100 deg$^2$. In this paper, our data set is sufficiently large to warrant a curved-sky treatment, which also prepares us for future, even larger, data sets. The fundamental mathematical operation that we are interested in is to decompose a spin-2 field ($\gamma$) into a curl-free component and a divergence-free component. The curl-free component corresponds to the convergence signal, which is also referred to as the E-mode convergence field $\kappa_E$. The divergence-free component, which we refer to as $\kappa_B$, is expected to be negligible compared to $\kappa_E$ for gravitational lensing, but can arise from noise and systematics in the shear estimates. Mathematically, this operation is the same as the classical Helmholtz decomposition, but generalised onto the spherical coordinates. We sketch below the formalism of converting between the $\kappa$ and $\gamma$ maps as well as the deflection field $\eta$ and the potential field $\psi$. For detailed derivations, we refer the reader to Bartelmann (2010); Castro et al. (2005); Wallis et al. (2017).

Consider the 3D Newtonian potential $\Psi$ defined at every given comoving distance $\chi$ and angular position $(\theta, \phi)$ on the sky. The effective lensing potential $\psi$ is defined by projecting $\Psi$ along the line-of-sight. That is (Bartelmann & Schneider 2001),

$$\psi(\chi, \theta, \phi) = 2 \int d\chi' \frac{f_k(\chi')}{f_k(\chi)} \chi'(\chi', \theta, \phi),$$

(1)

where $f_k$ depends on the curvature $k$ of the Universe: $f_k(\chi) = \sin \chi$, $\chi$ for closed ($k = 1$), flat ($k = 0$) and open ($k = -1$) universe respectively. The 3D potential is related to the distribution of the matter overdensity $\delta(\chi, \theta, \phi)$ via the Poisson equation

$$\nabla^2 \psi(\chi, \theta, \phi) = \frac{3M_0 H_0^2}{2a} \delta(\chi, \theta, \phi),$$

(2)

where $M_0$ is the total matter density today, $H_0$ is the Hubble constant today, and $a = 1/(1+z)$ is the scale factor. Note that the gradient $\nabla$ is taken in the comoving radial direction.

Expanding the lensing potential at a given comoving distance $\chi$ in spherical harmonics, we have

$$\psi(\chi) = \sum_{\ell m} \psi_{\ell m}(\chi) Y_{\ell m}(\theta, \phi),$$

$$\psi_{\ell m}(\chi) = \int d\Omega \psi(\chi) Y_{\ell m}^* \psi(\chi),$$

(3)

where $\psi_{\ell m}$ are the spin-0 spherical harmonic basis set and $\psi_{\ell m}(\chi)$ is the coefficient associated with $\psi_{\ell m}$ at $\chi$. Below we will omit the $\chi$ reference in our notation for simplicity, but note that these equations apply to the fields on a given redshift shell.

To derive the spherical harmonic representation of shear and convergence, we have

$$\kappa = \frac{1}{4}(\partial \overline{\partial} + \overline{\partial} \partial) \psi,$$

(4)

$$\gamma = \gamma^1 + i \gamma^2 = \frac{1}{2} (\partial \overline{\partial} - \overline{\partial} \partial) \psi,$$

(5)

where $\partial$ and $\overline{\partial}$ are the raising and lowering operators that act on spin-weighted spherical harmonics, $Y_{\ell m}$ and follow a certain set of rules (see e.g., Castro et al. 2005, for details). We can now define the spherical representation of the convergence field and the shear field to be

$$\kappa = \kappa_E + i \kappa_B = \sum_{\ell m} (K_{\ell m} + i K_{B, \ell m}) Y_{\ell m},$$

(6)

and

$$\gamma = \gamma^1 + i \gamma^2 = \sum_{\ell m} \tilde{\gamma}_{\ell m} 2 Y_{\ell m}.$$  

(7)

Here $Y_{\ell m}$ are spin-2 spherical harmonics. From Eq. (4) and Eq. (5) it follows that

$$K_{\ell m} = K_{E, \ell m} + i K_{B, \ell m} = -\frac{1}{2} (\ell + 1) \psi_{\ell m},$$

(8)

$$\tilde{\gamma}_{\ell m} = \tilde{Y}_{E, \ell m} + i \tilde{Y}_{B, \ell m} = \frac{1}{2} [\ell (\ell + 1) (\ell - 1) (\ell + 2)]^{1/2} \psi_{\ell m},$$

(9)

That is, one can convert between the three fields: $\kappa$, $\gamma$ and $\psi$ by manipulating their spherical harmonics decompositions. The mathematical operation described above is entirely analogous to a description of linear polarisation such as that in the CMB polarisation measurements. In this analogy, the $Q$ and $U$ Stokes parameters correspond to the $\gamma^1$ and $\gamma^2$. In the flat-sky limit, we have $\overline{\partial} \rightarrow \partial$ and the decomposition into spherical harmonics is replaced by the Fourier transform, $\sum \frac{d\ell}{2\ell + 1} Y_{\ell m} \rightarrow \int d^2 \theta \psi(\ell \theta) e^{i\ell \theta}$. The above equations then reduce to the usual KS formalism.

One can derive the lensing deflection field $\eta$ in a similar fashion. The lensing deflection field is defined as the first derivative of the lensing potential

$$\eta = \eta^1 + i \eta^2 = \overline{\partial} \psi,$$

(10)

so the deflection field is a spin-1 field and can be expressed as

$$\eta = \eta^1 + i \eta^2 = \sum_{\ell m} \eta_{\ell m} Y_{\ell m}.$$  

(11)

Carrying through the derivation, we get

$$\eta_{\ell m} = (\ell + 1)^{1/2} \psi_{\ell m},$$

(12)

which is again related to the other lensing quantities via a simple linear operation in the spin-harmonic space. That is, once $\gamma$ is measured, the other fields ($\kappa$, $\eta$ and $\psi$) can be constructed using the formalism described above.

From Eq. (8) and Eq. (9) we observe from which $\ell$ modes $\kappa$, $\eta$ and $\psi$ receive their dominant contributions: $\psi$ receives most contribution from the lowest $\ell$ modes, $\kappa$ receives contribution from slightly higher $\ell$ modes, and $\kappa$ receives contribution from even higher $\ell$ modes. Therefore, $\kappa$ is more strongly influenced by the
smaller scale effects (e.g. noise) and \( \psi \) is affected by large scale effects (e.g. masking). This can also be seen from the fact that the \( \kappa \) (\( \eta \)) field is derived from applying a Laplacian (derivative) operator on the \( \psi \) field, which means that the power spectrum of \( \kappa \) (\( \eta \)) scales like \( \ell^4 \) (\( \ell^2 \)) times the power spectrum of \( \psi \). The main focus of this paper is to construct the \( \kappa \) map. However, we also explore the construction of the \( \eta \) and \( \psi \) in Appendix B to show that the quality of the reconstruction for these fields is indeed sensitive to the mask on large-scales and less sensitive to shape noise on small scales. We also show that with the 1.500 deg\(^2\) sky coverage of DES Y1, reconstructing the \( \kappa \) and \( \eta \) maps are just starting to be interesting.

In practice, the main observable for weak lensing is the galaxy shape \( \epsilon \), which in the weak lensing regime, is a noisy estimate of \( \gamma \). When averaged over a large number of galaxies, \( \langle \epsilon \rangle \approx g \gamma \), where \( g \) is the reduced shear. As \( k \ll 1 \) in the weak lensing regime, \( \epsilon \approx \gamma \). The noise in \( \epsilon \) is dominated by the intrinsic shape of the galaxies, or “shape noise”, but also includes measurement noise. Note that here we have not considered the effect of intrinsic alignment (IA, Troxel & Ishak 2015; Blazek et al. 2015), where \( \langle \epsilon \rangle \approx g \) no longer holds.

3 DATA AND SIMULATIONS

DES is an ongoing wide-field galaxy and supernova survey that began in August 2013 and aims to cover a total of 5000 deg\(^2\) in five filter bands (grizY) to a final median depth of \( g \sim 24.45, r \sim 24.3, i \sim 23.5, z \sim 22.9, Y \sim 21.7 \) (10-\( \sigma \) PSF limiting magnitude, see Dark Energy Survey Collaboration et al. 2016) at the end of the survey. The survey instrument is the Dark Energy Camera (Flaugher et al. 2015) installed on the 4m Blanco telescope at the Cerro Tololo Inter-American Observatory (CTIO) in Chile. This work is based on the DES first-year cosmology data set (Y1A1 GOLD) including photometrically calibrated object catalogs and associate ancillary coverage and depth maps (Drlica-Wagner et al. 2017). We focus on the Southern footprint of the DES Y1 data, which overlaps with the South Pole Telescope survey (Carlstrom et al. 2011). This is the largest contiguous area in the Y1 data set and ideal for constructing weak lensing mass maps. We briefly describe below the data products and simulations used in this work.

3.1 Photometric redshift (photo-z) catalog

We use the photometric redshifts (photo-z’s) derived using a code closely following the Bayesian Photometric Redshifts (BPZ) algorithm developed in Benitez (2000) and Coe et al. (2006). BPZ is a template-fitting code using templates from Coleman et al. (1980); Kinney et al. (1996); Bruzual & Charlot (2003). The catalog generation in Y1 is similar to the SV analysis (Bonnett et al. 2016), but with several improvements described in Hoyle et al. (2017).

BPZ calculates a redshift PDF for each galaxy in that sample. The mean of this PDF, \( \bar{z}_{\text{mean}} \), is used to place source galaxies into redshift bins, while the \( n(z) \) for each of the samples is estimated by randomly drawing a redshift from the PDF of each galaxy. These \( n(z) \)’s are validated in Hoyle et al. (2017) using two orthogonal methodologies: comparison with precise redshifts and clustering-based inference, see Hoyle et al. (2017); Cawthon et al. (2017); Gatti et al. (2017); Davis et al. (2017).

3.2 Weak lensing shape catalogs

Two DES Y1 weak lensing shape catalogs are used in this paper — the MetaCalibration catalog based on Huff & Mandelbaum (2017) and Sheldon & Huff (2017), and the IM3Shape catalog based on Zuntz et al. (2013). Both catalogs have been tested thoroughly in Zuntz et al. (2017, hereafter Z17). Given that the two algorithms are fundamentally different and that the pipelines were developed independently, obtaining consistent results from the two catalogs is a non-trivial test of the catalogs themselves.

Briefly, the MetaCalibration algorithm relies on a self-calibration framework using the data itself, instead of a large number of image simulations as is used in many other algorithms (e.g. IM3Shape, Bruderer et al. 2016; Fenech Conti et al. 2016). The basic idea is to apply a small, known shear on the deconvolved galaxy images in different directions and re-measure the post-shear reconolved galaxy shapes. Since the input shear is known, the change in the measured galaxy shapes due to the artificial shearing gives a direct measure of how the shear estimators responds to shear. This quantity is referred to as the response. In addition, selection effects\(^1\) can be easily corrected in this framework by measuring the response for the full sample and for the subsample. The final signal-to-noise and size selection for the catalog is \( S/N > 10 \) and \( T/\text{PSF} > 0.5 \) (\( T \) and \( \text{PSF} \) are the sizes of the galaxy and the PSF, respectively). Following Z17, the residual systematic errors are quoted in terms of \( m \) (the multiplicative bias), \( \alpha \) (the additive bias associated with the PSF model ellipticity \( \epsilon_{\text{PSF}} \)) and \( \beta \) (the additive bias associated with the errors on the PSF model ellipticity \( \delta\epsilon_{\text{PSF}} \)). For MetaCalibration, Z17 estimated \( m = 0.0 \pm 1.2 \%, \alpha \approx 0 \), and \( \beta \approx -1 \). In Troxel et al. (2017), however, it is found that the \( \beta \) correction has very little effect on the final measurements. We therefore do not correct for \( \beta \) when making the mass maps. We have also checked that setting \( \beta = -1 \) leads to negligible changes in the second moments of the map. This selection gives a total of ~34,800,000 galaxies in the full Y1 catalog. The shear measurement method in MetaCalibration is based on the ngmix method (Sheldon 2014). The full implementation of MetaCalibration is publicly available and hosted under the ngmix code repository\(^2\).

The IM3Shape algorithm is one of the algorithms also used in the DES SV analyses ( Jarvis et al. 2015). It is a maximum likelihood fitting code using the Levenberg-Marquardt minimisation that models the galaxies either as an exponential disk or a de Vaucouleurs profile — fitting is done with both models and the one that makes one better likelihood goes into the final catalog. Calibration of bias in the shear estimate associated with noise (Kacprzak et al. 2012; Refregier et al. 2012) is based on the image simulation package GalSim\(^3\), but is significantly more complex and incorporates many effects seen in the DES Y1 data as described in Z17 and

---

\(^1\) Here we refer to the fact that the response is different when one selects a subsample of the galaxies based on signal-to-noise, sizes, redshift etc.

\(^2\) https://github.com/esheldon/ngmix

\(^3\) https://github.com/GalSim-developers/GalSim
Samuroff et al. (2017). The final signal-to-noise and size selections are 12 < S/N < 200 and 1.13 < R_{gg}/R_p < 3, where R_{gg} is the size of the galaxy and R_p is the size of the PSF. The catalog has an estimated m ∼ 0.0 ± 2.5%, α ∼ 0, and β ∼ −1. Similar to META\CALIBRATION, we do not correct for β as Troxel et al. (2017) showed that the correction has a negligible effect on the measurements. The final catalog contains ∼21,900,000 galaxies. The lower number relative to META\CALIBRATION is due to the fact that IM3SHAPE operates on r-band images while META\CALIBRATION use all images from the bands r, i, and z. The IM3SHAPE code is publicly available⁴.

Details for both shape catalogs and the tests performed on these catalogs can be found in Z17. We mainly show results for META\CALIBRATION as it has the higher S/N, but also constructed IM3SHAPE maps and performed several systematics tests with these. As noted above, we only use the SPT wide-field region with Dec < −35 as it has been the region where most testing was done for both the shear and the photo-z catalogs. We generate 5 maps for each catalog with different source selections: 0.2 < z < 1.3, 0.2 < z < 0.43, 0.43 < z < 0.63, 0.63 < z < 0.9, 0.9 < z < 1.3. The first redshift bin combines galaxies in a broad redshift range to allow for a large source number density and therefore higher signal-to-noise for the mass maps. This is the map with which most quantitative studies are done in this paper. The other four redshift bins match those defined by Troxel et al. (2017), which are well-tested samples that meet the criterion for cosmic shear measurements. These maps are noisier, but allow us to explore the 3D tomographic aspect of the maps. Basic characteristics of the samples associated with the five maps are listed in Table 1 and Table 1 of Troxel et al. (2017).

Finally, both shear catalogs were blinned with a multiplicative factor during the entire analysis and only unblinded after all tests were finalised. See Z17 for the detailed blinding procedure.

### 3.3 Flux-limited galaxy catalogs

In Sec. 7.1 we use a flux-limited galaxy sample as a tracer of the foreground mass of the mass maps. This sample is constructed to be a simple, clean flux-limited sample from the DES Y1 catalog (Drlica-Wagner et al. 2017), which is easier to compare with simulations as it puts less pressure on having other galaxy properties (colour, galaxy type) in the catalogs being matched to the data. The catalog is built by applying the following selections to the DES Y1 catalog: 17.5 < i < 22.0; −1 < g − r < 3, −1 < r − i < 2.5, and −1 < i − z < 2 to remove galaxies that potentially have very incorrect photo-z’s; flags\_gold=0 to remove any blended, saturated, incomplete or problematic galaxies; flags\_badregion ≤ 3 to remove problematic regions with e.g. high stellar contamination; modest\_class=2 to select objects as galaxies. The full catalog contains ∼34,800,000 objects, to which we further impose photo-z cuts to construct two samples, 0.2 < z < 0.4 and 0.4 < z < 0.6, together with a cut in Dec < −35 to select the SPT region. The two samples are then pixelated into HEALPIX maps of nside = 2048 using the associated masks, which is then used for computing the cross-correlation.

### 3.4 Simulations

Two types of simulations are used in this work to investigate the performance of the convergence map reconstruction and the effects of noise and masking. First, we generate fully sampled, Gaussian maps with a given power spectrum using the any\_fast routine in HEALPIX (Görski et al. 2005). We use the software package COSMOSIS (Zuntz et al. 2015), which wraps around the CAMB software (Lewis & Bridle 2002), to generate the input power spectrum with the cosmological parameters: \( \Omega_m = 0.295, \Omega_{\Lambda} = 0.047, \sigma_8 = 0.8, h = 0.69, n_s = 0.97, \) and \( w = −1 \), although the particular details of the power spectrum are not very important for the tests we perform with these Gaussian simulations.

Second, we use the “Buzzard v1.3” mock galaxy catalogs based on N-body simulations as described in DeRose et al. (in prep). Briefly, three flat ΛCDM dark-matter-only N-body simulations were used, with 1050⁵, 2600³ and 4000³ \( M_{pc} \) boxes and 1400³, 2048³ and 2048³ particles, respectively. These boxes were run with LGADGET-2 (Springel 2005) with 2LPTIC initial conditions from (Crocce et al. 2006) and CAMB. The cosmology assumed was \( \Omega_m = 0.286, \Omega_{\Lambda} = 0.047, \sigma_8 = 0.82, h = 0.7, n_s = 0.96, \) and \( w = −1 \) (consistent with the best-fit cosmological parameters from the DES Y1 3×2-pt analysis (DES Collaboration et al. 2017)). Particle lightcones were created from these boxes on the fly. Galaxies were then placed into the simulations and gri/Y magnitudes and shapes are assigned to each galaxy using the algorithm Adding Density Determined Galaxies to Lightcone Simulations (ADDGALS, Wechsler et al. in prep., DeRose et al. in prep.). Galaxies are assigned to dark matter particles and given r-band absolute magnitudes based on the distribution \( p(\delta|M_\delta|) \) measured from a high resolution simulation populated with galaxies using subhalo abundance matching (SHAM) (Conroy et al. 2006; Reddick et al. 2013), where \( \delta \) is a large scale density proxy. Each galaxy is assigned an SED from SDSS DR6 (Cooper 2006) by finding neighbors in the space of \( M_z - \Sigma_z \), where \( \Sigma_z \) is the projected distance to the fifth nearest neighbor in redshift slices of width \( \Delta z = 0.02 \). These SEDs are k-corrected and integrated over the appropriate bandpasses to generate gri/Y magnitudes.

Finally, the weak lensing parameters (\( \kappa \) and \( \gamma \)) in the simulations are based on the ray-tracing algorithm Curved-sky grAvitational Lensing for Cosmological Light confSUmationNS (CALCLEN; Becker 2013) which builds on previous work by Gaztanaga & Bernardeau (1998) and Fosalba et al. (2008) to make all sky weak lensing maps from projected density fields in simulations. The ray-tracing resolution is accurate to \( \pm 6.4 \) arcseconds. The catalogs were then post-processed and trimmed to match the quality of our data sample. This includes adding photometric noise using the DES Y1 depth map, running the same photo-z pipeline (BPZ) on the photometry, adding shape noise⁵, imposing redshift, size, signal-to-noise cuts to match the shear catalog described in Sec. 3.2 (here the cuts are tailored to the META\CALIBRATION catalog) and the flux-limited galaxy catalog described in Appendix 3.3. We note, however, that due to the setup of the simulation box, the footprint of the simulations is 26% smaller than the data, with the area of RA > 100° removed. For the purpose of testing in this work, this does not impose a significant problem.

⁴ https://bitbucket.org/joezuntz/im3shape/

⁵ The Buzzard catalogs include shape noise that are modeled from external Subaru data sets, which are not fully representative of our data. In order to have a better matching between simulation and data, we instead randomly draw the galaxy shapes from the META\CALIBRATION catalog and add the simulated shear to the galaxy shape.
We also note that the galaxy number density is 20% lower than our data set. To account for that, we scale the shape noise by a factor of \(\sqrt{n_{\text{gal, Buzard}}/n_{\text{gal, DES}}}\), where \(n_{\text{gal, Buzard}}\) and \(n_{\text{gal, DES}}\) are the number density of source galaxies in the simulations and data respectively.

4 METHODOLOGY

We describe here the steps taken to construct the convergence map for the two shear catalogs. The only difference between the two catalogs is that different calibration schemes are applied to the shear estimates prior to making the maps.

All the maps are constructed using HEALPix pixelisation, which is a natural choice for map making on the sphere and includes the necessary tools to manipulate the data on a sphere. This includes the decomposition of the spin fields into spin harmonics, which is essential for the transformation between shear \(\gamma\), convergence \(\kappa\), the lensing potential \(\psi\) and the deflection angle \(\eta\), as we outlined in Sec. 2. We use a HEALPix map of nside = 1024, which approximately corresponds to a mean pixel spacing of 3.44 arcminutes. This resolution is chosen based on the density of our source galaxies, and provides a good balance between the resolution of the map and the simplicity of the mask geometry. As the completeness of the source galaxies is not a concern here, no additional cuts on e.g. depth are needed beyond the selection from the shear catalog. The mask is defined to be 1 where there are galaxies within the pixel and 0 where there are no galaxies. This yields a total map area of \(\sim 1,500 \text{deg}^2\), which appears larger than the naive footprint of our data in the SPT region (\(\sim 1,300 \text{deg}^2\), Troxel et al. 2017). This is because we are using a coarser pixel resolution than what is used for the input mask used in this paper still contains small “holes” in the otherwise contiguous footprint. We have considered interpolating over the holes to prevent edge effects, but found that these procedures make little difference in the reconstruction in terms of our metric defined in Sec. 5 (we give more details about these tests on Appendix A).

The first step in the reconstruction of the mass map involves making pixelised ellipticity (or shear estimate) maps \(\epsilon_1^i\) and \(\epsilon_2^i\) from the galaxy shape catalogs. To do this, we follow the procedure outlined in Section 7 of Z17 for calculating the mean shear per pixel. Note that both the response \(R\) for the META\CALIBRATION catalog and the multiplicative noise-bias calibration (NBC) factor \(m\) for the IM3SHAPE catalog are noisy within each pixel of our maps. We therefore use the mean \(\bar{R}\) and \(m\) values for each sample instead of calculating them in each pixel when constructing the maps. That is, for META\CALIBRATION, we have

\[
\epsilon_i^v = \frac{\sum_{j=1}^{n_i} \epsilon_j^v}{n_i \bar{R}^v}, \quad v = 1, 2, \tag{14}
\]

where \(n_i\) is the number of source galaxies in pixel \(i\) and \(\epsilon_j^v\) is the shape estimate of each individual galaxy \(j\) in that pixel. \(\bar{R}^v\) is the mean response of the full sample. The \(\bar{R}^v\) values vary from \(\sim 0.7\) to \(\sim 0.5\) going from low to high redshift. Typically 1–2% of \(\bar{R}^v\) comes from the correction of the selection effects. For the IM3SHAPE, we have

\[
\epsilon_i^v = \frac{1}{n_i (1 + \bar{m})} \frac{\sum_{j=1}^{n_i} (\epsilon_j^v - \bar{c}_j^v) w_{ij}}{\sum_{j=1}^{n_i} w_{ij}}, \quad v = 1, 2, \tag{15}
\]

where \(\bar{c}_j^v\) and \(w_{ij}\) are the additive NBC factor and weight for galaxy \(j\) in pixel \(i\), and \(\bar{m}\) is the average multiplicative NBC factor for each sample. Typical \(m\) values range from -0.08 to -0.18 going from low to high redshift. We then subtract the mean shear for each sample from the maps as suggested by Z17 Section 7.1.

Next, we perform the spin transformation which converts the ellipticity maps (which combine to form a spin-2 field \(\epsilon^1 + i \epsilon^2\)) into a curl-free E-mode convergence map \(\kappa_E\) and a divergence-free B-mode convergence map \(\kappa_B\). The HEALPix functions map2alm performs this decomposition in spherical harmonic space and returns the E- and B-mode coefficients, which are equivalent to the \(\tilde{\kappa}_E, \ell, m\) and \(\tilde{\kappa}_B, \ell, m\) in Eq. (9). We calculate \(\kappa_E, \ell, m\) and \(\kappa_B, \ell, m\), then use the HEALPix function alm2map to convert these coefficients back to the real space \(\kappa_E\) and \(\kappa_B\). Similarly, \(\psi\) and \(\eta\) maps can be constructed using Eq. (9) and Eq. (12).

For all the convergence map visualisation in this paper, we further smooth the maps with a Gaussian kernel. The noise associated with each pixel after smoothing can be calculated through (Van Waerbeke et al. 2013)

\[
\sigma^2_{\kappa} = \frac{\sigma^2_{\epsilon_1} + \sigma^2_{\epsilon_2}}{4 \pi \sigma^2_{\bar{R}} n_{\text{gal}}}, \tag{16}
\]

where \(\sigma_{\epsilon_1}\) and \(\sigma_{\epsilon_2}\) are the standard deviation of the two components for the measured galaxy shapes, \(\sigma_{\bar{R}}\) is the width of the Gaussian filter used to smooth the maps, and \(n_{\text{gal}}\) is the number density of the source galaxies.

Finally, for all measurements in this work, we estimate the error bars and the covariance matrix using a standard Jackknife approach. We divide the footprint into \(N_{JK}\) Jackknife regions using a kmeans clustering code\(^6\) and divide the mask into \(N_{JK}\) approximately equal-area regions. Throughout this paper, we use \(N_{JK} = 100\). For angular correlation measurements, a fast tree-based code TREE\text{CORR}\text{\textsuperscript{7}} is used.

5 SIMULATION TESTS

In this section we present a series of simulation tests to validate our procedure for map generation and quantify the uncertainties associated with the various source of systematics and noise. We start with an idealised setup of a Gaussian, fully-sampled, full-sky map in Sec. 5.1 to quantify the errors associated with the shear-to-convergence conversion alone, then we impose a DES Y1-like

\[
\frac{\text{Redshift range}}{\text{\bar{z}}} = \sigma_{\bar{z}}
\begin{array}{c|c|c}
\text{Redshift range} & \text{\bar{z}} & \sigma_{\bar{z}} \\
\hline
0.2 < z < 1.3 & 0.60; 0.56 & 0.28; 0.27 \\
0.2 < z < 0.43 & 0.38; 0.36 & 0.26; 0.26 \\
0.43 < z < 0.63 & 0.51; 0.52 & 0.30; 0.28 \\
0.63 < z < 0.9 & 0.74; 0.75 & 0.27; 0.24 \\
0.9 < z < 1.3 & 0.96; 1.03 & 0.28; 0.26 \\
\end{array}
\]

\(\text{\textsuperscript{6} https://github.com/esheldon/kmeans_radec}\)

\(\text{\textsuperscript{7} https://github.com/rmjarvis/TreeCorr/wiki}\)
mask to investigate the degradation introduced by the mask. Next in Sec. 5.2, we repeat the tests in Sec. 5.1 with a mock galaxy catalog based on an N-body simulation. We test the effect of shot noise (finite sampling) and shape noise.

For both Sec. 5.1 and Sec. 5.2, we quantify the quality of the reconstruction using the following statistics:

\[
F_1 = \sqrt{\frac{\langle \kappa_E^2 \rangle}{\langle \kappa_{sm}^2 \rangle}}, \quad F_2 = \frac{\langle \kappa_E \kappa_{sm} \rangle}{\langle \kappa_E^2 \rangle},
\]

where \(\kappa_E\) is the reconstructed map, \(\kappa_{sm}\) is the true convergence map degraded to the same resolution as \(\kappa_E\) (see Sec. 5.1 for details), \(\langle XY \rangle\) is the zero-lag cross-correlation between two maps \(X\) and \(Y\), or

\[
\langle XY \rangle = \frac{1}{N} \sum_{i=1}^{N} X_i Y_i.
\]

The index \(i\) runs over all pixels in the map where the pixels are not masked. \(F_1\) is the square-root of the ratio of the second moments of the map. \(F_2\) on the other hand, tests in addition that the phases (in addition to the amplitudes) of the map are reconstructed correctly, or in other words, that the patterns in the maps are correctly reconstructed. \(F_1\) and \(F_2\) are designed to have the same units as \(\kappa_E/\kappa_{sm}\).

We require that for our final reconstruction (including all noise and systematics effects) of both \(F_1\) and \(F_2\) be consistent with 1 within the \(2\sigma\) measurement errors. In Appendix B, we perform a subset of the tests above on reconstructing the lensing potential and deflection field described in Sec. 2.

In Sec. 5.3, we take the maps in Sec. 5.2 one step further and examine the PSF of the maps and the second and third moments as a function of smoothing. We require the reconstructed map to have second and third moments consistent with expectation from simulations within \(2\sigma\) of the measurement errors, which then assures that the reconstruction preserves the distribution of structures on different scales.

We note that the requirements on the reconstruction performance depends on the specific application. Passing the requirements on \(F_1\), \(F_2\) and the moments means that the mean variance, phase, and distribution of power on different scales (on the scales we tested) in the maps are robust. Extending to further applications would require additional tests.

### 5.1 Gaussian lensing convergence maps

We consider a set of full-sky, noiseless, Gaussian lensing maps (\(\gamma\) and \(\kappa\)) generated using the Healpix routine aynfast. These maps are constructed using an input lensing power spectrum for a flat \(\Lambda\)CDM model with cosmological parameters: \(\Omega_m = 0.3\), \(h = 0.7\), \(\Omega_b = 0.047\), \(\Omega_k = 0.82\), \(w = -1\). The source redshift distribution \(n_z(z)\) is approximately matched to the redshift estimate of BPZ for redshift bin \(0.2 < z < 1.3\) in Table 1. We have chosen to demonstrate all the tests on this redshift bin since it contains the highest signal-to-noise. We generate the maps with \(nside = 1024\) and \(\ell_{\text{max}} = 2 \times \text{nside}\). Note that the \(\ell_{\text{max}}\) cut is necessary for further Healpix manipulations, since the modes close to the pixel scale can introduce undesired noise. This means that these maps do not contain information on scales beyond \(\ell_{\text{max}}\). The aynfast routine outputs three maps that are consistent with the input power spectrum: a spin-0 map and two maps for the two components of the spin-2 field. We can then identify the spin-0 map as the convergence map \(\kappa_{sm}\) and the spin-2 maps as the shear maps \(\gamma_{sm}\). Since all the lensing maps are effectively smoothed, we use the ‘sm’ subscript to distinguish these maps (which do not contain information on scales beyond \(\ell_{\text{max}}\)) from the true underlying field with infinite resolution. We denote \(\kappa_E\) and \(\kappa_B\) to be the E- and B-mode convergence generated from the smoothed shear maps \(\gamma_{sm}\).
For visualisation purpose, all maps presented in this paper are first smoothed with a Gaussian filter of $\sigma_G=30$ arcminutes, then mean-subtracted\(^8\), and finally projected onto a plane with Albers equal-area conic using the code SKYMAPPER\(^9\) (for quantitative analyses later we use the raw map themselves). The smoothing scale is chosen so that the highest peaks in the $E$-mode S/N maps have S/N values greater than $\sim 3$ and so that one can clearly see the difference between the $E$ and $B$ mode maps. Each of the panels in Fig. 3 are described below:

- Panel (a): noiseless $K_{\text{sm}}$ map directly from \textsc{synfast}, cutout in the Y1 footprint.
- Panel (b): subtracting panel (a) from a full-sky, fully sampled, noiseless $K_E$ reconstruction. This shows that in this ideal situation, the reconstructed $K_E$ is able to recover $K_{\text{sm}}$ very well with negligible residuals, validating our basic implementation of the shear-to-convergence transformation.
- Panel (c): $K_E$ reconstruction when applying the Y1 mask to the shear maps. This illustrates overall good reconstruction of the spatial pattern of the maps compared to panel (a). As we have set the mask to zero, the amplitude of the $K_E$ map is slightly lower than panel (a) at this relatively large smoothing scale.
- Panel (d): subtracting panel (a) from panel (c). We can see edge effects resulting from the Y1 mask, as the pixels on the edge have less information to infer the convergence than the pixels in the centre of the field. In addition, the residuals are small but anticorrelated with the real structure, since the overall amplitude of panel (c) is lower than panel (a).

In Fig. 2 we show in black and green how $F_1$ and $F_2$ (Eq. (17)) change when we exclude regions up to 30 arcminutes away from the mask edge. For $F_1$, we find a value $\sim 0.97$ when no pixels are excluded and this improves up to about 0.99 when areas 15 arcminutes around the edges are excluded. The fact that $F_1 < 1$ is because we have set the empty pixels to be zero, which dilutes the signal during the reconstruction. We see that $F_2$ behaves very similar to $F_1$, which confirms that the reconstruction is good to $\sim 1\%$ in these ideal scenarios with only small effects coming from the dilution due to the edges. We note that the above analysis was evaluated for the map at $0^\circ < \text{RA} < 100^\circ$ in order to compare to the Buzzard simulations.

Alternative approaches to dealing with the mask and edge effects include filling in the empty pixels via a smooth interpolation from neighboring pixels and more sophisticated inpainting techniques (Pires et al. 2009). We investigate the former in Appendix A and find that it does not improve the performance of the map reconstruction significantly given the noise level and mask geometry of our data, while the latter is beyond the scope of this paper.

5.2 Convergence maps from simulated galaxy catalogs

Next, we turn to using mock galaxy catalogs generated from N-body simulations. The main differences between these and the Gaussian simulations are that (1) they only sparsely sample the lensing fields at a given thin redshift slice, effectively introducing shot noise, (2) they are derived from a ray-traced lensing field which contains non-Gaussian information, and (3) as discussed in the previous section, the maps naturally contain a small amount of information on scales beyond $\ell_{\text{max}} = 2 \times n_{\text{side}}$ that we cannot reconstruct when we enforce a $\ell_{\text{max}}$ smoothing during the reconstruction. We would like to understand how these factors affect the reconstruction of the convergence maps. In this section, we mainly use the Buzzard mock galaxy catalogs described in Sec. 3.4 for testing, but we have also tested on an independent set of simulations (the Marenostrum Institut de Ciencies de l’Espai Simulations, or the MICE simulations, Fosalba et al. 2015b,a; Crocce et al. 2015) and found consistent results.

We carry out a series of tests using the convergence map generated for redshift bins that are matched to that used for the data (see Sec. 6). That is, we bin the galaxies using the mean redshift reported by the photo-$z$ code and check that the resulting $n(z)$ reported by BPZ is close to that of our data. Next, we make three maps using directly the quantities provided by the simulation:

- $\kappa_{\text{pix}}$: convergence
- $\gamma_{\text{pix}}$: shear
- $e_{\text{pix}}$: galaxy shapes

These maps are constructed with the same resolution ($n_{\text{side}} =$

---

\(^8\) Since lensing reconstruction is only valid up to a constant offset, we subtract the mean to avoid this constant additive bias.

\(^9\) \url{https://github.com/pmelchior/skymapper}
of the structures in the $\kappa$ maps. This suggests that despite of noise, the majority to the $\kappa$ structures, the Y1 mask and shape noise. We find the amplitude of the map residuals with the true structures. From Buzzard, which includes shot noise from the finite sampling from the galaxies and the Y1 mask but no shape noise. Similar from panel (a) of Fig. 1, there is an anti-correlation of the low-level residuals with the true structures. To panel (d) of Fig. 1, one can see that the convergence map beyond $\ell_{\text{max}} = 2 \times \text{inside}$; $\kappa_E$, $\kappa_B$, $E$- and $B$-mode convergence constructed using shear $\gamma_{\text{pix}}$; $\kappa_E$, $\kappa_B$, $E$- and $B$-mode convergence constructed using galaxy shapes $\epsilon_{\text{pix}}$. In Fig. 3 we compare visually several of these reconstructed maps:

- Panel (a): $\kappa_{\text{sim}}$ map from the Buzzard simulation. Comparing with panel (a) of Fig. 1, one can see that the convergence map from the galaxy catalog has similar amplitudes and characteristic spatial patterns as the Gaussian map. The Buzzard maps appear slightly more clustered, which comes from the non-Gaussian nature of these maps compared to the pure Gaussian simulations.
- Panel (b): subtracting panel (a) from the reconstructed $\kappa_E^2$ map from Buzzard, which includes shot noise from the finite sampling from the galaxies and the Y1 mask but no shape noise. Similar to panel (d) of Fig. 1, there is an anti-correlation of the low-level residuals with the true structures.
- Panel (c): reconstructed $\kappa_E^2$ map from the Buzzard simulation, which includes shot noise from the finite sampling from the galaxies, the Y1 mask and shape noise. We find the amplitude of the map to be higher than the $\kappa_{\text{sim}}$ map in panel (a) and that there are spurious structures that arise from noise which do not correspond to real structures in the $\kappa_{\text{sim}}$ map. However, the resemblance of the $\kappa_E^2$ map to the $\kappa_{\text{sim}}$ map is still very obvious, especially the large-scale patterns in the maps. This suggests that despite of noise, the majority of the structures in the $\kappa_E^2$ map are associated with real structures on this smoothing scale.
- Panel (d): subtracting panel (a) from panel (c). We see more clearly the shape noise-induced small-scale noise peaks as well as a large scale pattern that is very similar to that in panel (b). The edge effect, in comparison, becomes less visible in the presence of shape noise.

In Fig. 2 we again show the $F_1$ (red) and $F_2$ (blue) statistics as a function of the area excluded around the mask. We find that $F_2$ behaves very similar to the Gaussian version shown in green, while $F_1$ appears systematically higher than the Gaussian simulations. This indicates that the reconstruction with the mock galaxy catalogs introduces un-correlated noise in $\kappa_E$, causing the overall variance in the map to be larger, while the phase remains the same. This additional noise comes from the finite sampling of the shear field inside each pixel — the mean shear over all galaxies inside each pixel is different from the true mean shear in that pixel. This noise can be suppressed by smoothing the maps at a scale slightly larger than the pixel scale, as can be seen in Fig. 4. Both $F_1$ and $F_2$ increase by a few percent when excluding the edges. When introducing shape noise, the error bars on $F_2$ increase, but the amplitude stays roughly unchanged, suggesting that on average, shape noise does not change the phase information. The raw $F_1$ with shape noise is will be dominated by shape noise in the denominator, therefore we show instead the “de-noised” version $F_1$ defined as $\sqrt{\langle (\kappa_E^2 - (\kappa_E^2_{\text{ran}})/\langle \kappa_{\text{sm}}^2 \rangle \rangle}$, where $\kappa_{\text{E,ran}}$ is a convergence map constructed by randomizing the ellipticities. In the remaining of the paper, “$F_1$ with shape noise” refers to this de-noised quantity.

Overall, we find that at the number density and pixel resolution of this particular map ($0.2 < z < 1.3$), the performance of the reconstruction from the galaxy catalog is similar to that from the Gaussian map in terms of the effect of masking, though the reconstruction is noisier for the galaxy catalogs which results in a higher $F_1$. After including shape noise, both $F_1$ and $F_2$ are consistent with 1 even without exclusion of the edge pixels. We also note that if we perform the same tests on a different redshift bin where the num-

Figure 3. This figure is similar to Fig. 1 but using the Buzzard mock galaxy simulations. Panel (a) shows the original Buzzard $\kappa_{\text{sim}}$ map; panel (b) shows the difference between the reconstructed $\kappa_E^2$ map (without shape noise) and panel (a); panel (c) shows the reconstructed $\kappa_E^2$ map (with shape noise), and panel (d) shows the difference map between panel (c) and panel (a).
Figure 4. The upper left panel shows the second moments of the maps as a function of smoothing scale for different κ maps in one Buzzard simulation, from the most idealised noiseless case (grey), to two intermediate stages (black and green), and to the κ_E map that includes observational noise that match to the data (blue). The shaded blue band in the upper right panel shows the mean and standard deviation of the κ_E measurement for 12 independent Buzzard realisations. The measurement from the data is shown in red. The lower panels show the same as the upper panels, except for the third moments. The grey band in the lower left panel marks the scales that we remove for third moments analyses due to noise on small scales. All maps are generated for the redshift bin 0 < z < 1.3.

5.3 Moments and PDF

One final powerful test of the reconstruction is to look at the moments and the PDF of the maps. In this section, we examine the second and third moments of the various maps used in Sec. 5.2 as we progressively smooth the maps on increasingly larger scales. Since these moments of the convergence maps as a function of smoothing scale are sensitive to cosmology (Bernardeau et al. 1997; Jain & Seljek 1997; Jain & Van Waerbeke 2000), it is important to verify how well the reconstructed maps preserve these characteristics. A similar test was performed in Van Waerbeke et al. (2013), where they checked up to the 5th moment of the maps. We only consider the second and the third moments as the galaxy number density in our maps is lower compared to that used in Van Waerbeke et al. (2013), and the higher moments are more sensitive to the noise in the maps. We begin with the set of Buzzard maps described in the previous section: κ_pix, κ_sm, κ_E and κ_E. For each map, we smooth with a Gaussian filter with σ_G = [0.0, 2, 3, 2, 5, 1, 8, 2, 13, 1, 21, 0, 33, 6, 53, 7, 85, 9] arcminutes, where the first case is equivalent to the unsmoothed map examined previously. To correct for the effect of smoothing on the edge pixels, we smooth the mask with the same filter and dividing the map by the smoothed mask. We then calculate the second moment ⟨κ^2⟩ and third moments ⟨κ^3⟩ of these maps for the different smoothing scales. For κ_E, we follow the de-noising prescription described in Van Waerbeke et al. (2013). That is

⟨(κ_E^{denoise})^2⟩ = ⟨(κ_E)^2⟩ − ⟨κ_E^{ran}⟩^2, \tag{19}

where κ_E^{ran} is obtained from shuffling the positions of the galaxies while keeping their ellipticities fixed. κ_E^{ran} is a measure of the contribution from shape noise to the second moments and thus needs to be subtracted from the raw measured second moments.

The second and third moments of the various κ maps as a function of smoothing scale are shown in the left panels of Fig. 4. The error bars are estimated via the standard Jackknife approach.

Downloaded from https://academic.oup.com/mnras/advance-article-abstract/doi/10.1093/mnras/stx3363/4788801 on 24 January 2018 by University of Portsmouth Library user
We find that $\kappa_{\text{pix}}$ and $\kappa_{\text{sm}}$ disagree slightly with no smoothing, but once a small amount of smoothing is applied, which removes the very small scale information in the $\kappa_{\text{pix}}$ map, they agree very well. $\kappa_{\text{sm}}$ and $\kappa_{\text{E}}^E$ are also consistent within the error bars, suggesting that the reconstruction does not distort the information about how the structures of different scales are distributed in the maps. Finally, $\kappa_{\text{E}}^E$ and $\kappa_{\text{B}}^E$ agree with each other within 1σ for the second moments on all scales and for the third moments on scales > 5 arcminutes. The error bars for $\kappa_{\text{E}}^E$ are larger due to shape noise. We note that the third moment measurements on small scales are not recovered due to the noise on small scales (for a shear signal of 1%, a smoothing scale of 5 arcminutes would result in an effective S/N of ~0.5). We therefore remove scales smaller than 5 arcminutes in further analyses on the third moments. We also find that on scales > 40 arcminutes, noise can cause the third moments to be negative. We repeat the measurement for 12 independent realisations of the Buzzard simulations. The mean and standard deviation of the 12 measurements for $\kappa_{\text{E}}^E$ are shown in the right panels of Fig. 4. This provides a measure of the contribution from cosmic variance. We find that, within the uncertainties from the measurement and cosmic variance, we can indeed recover the second and third moments as a function of smoothing scales with our reconstruction method for scale larger than 5 arcminutes in the map corresponding to $0.2 < z < 1.3$. The data point for the third moment on the largest scale is $(2.9\pm1.6) \times 10^{-10}$, which is not shown on the log plot, but is consistent within 2σ with the simulation value of $(0.97\pm0.95) \times 10^{-10}$.

It is also instructive to look at the PDF of the different fields for one smoothing scale in Fig. 4. The left panel of Fig. 5 shows the distribution of $\kappa_{\text{pix}}$ (grey shaded), $\kappa_{\text{sm}}$ (black) and $\kappa_{\text{E}}^E$ (green) when smoothed by a Gaussian filter of 5.1 arcminutes. We find that the three histograms agree very well, and the non-Gaussian nature of the PDF is apparent. These distributions closely resemble the log-normal distribution and is consistent with the results shown in Clerkin et al. (2015). The distribution of $\kappa_{\text{E}}^E$ (blue), $\kappa_{\text{B}}^E$ (orange) and $\kappa_{\text{E,ran}}^E$ (purple) are also shown. Due to the added shape noise, these three fields appear much more Gaussian and the shape of the PDF is much broader. The fact that the distribution of $\kappa_{\text{E,ran}}^E$ is consistent with $\kappa_{\text{E}}^E$ suggests that shape noise is the main contributor of the B-mode map on these smoothing scales, rather than B-mode leakage due to imperfect reconstruction. We also check by looking at the B-mode signal in the noiseless reconstruction scenario, and find it to be negligible compared to the B-mode from shape noise. The shape of the of $\kappa_{\text{E}}^E$ PDF is qualitatively different from $\kappa_{\text{E,ran}}^E$ and $\kappa_{\text{B}}^E$ — the $\kappa_{\text{E}}^E$ map contains more extreme high and low values, which correspond to real peaks and voids in the mass distribution. The $\kappa_{\text{E}}^E$ PDF is also slightly skewed towards positive values, which is the imprint of the skewed true $\kappa$ distribution seem in $\kappa_{\text{pix}}$.

6 DES Y1 WEAK LENSING MAPS

6.1 Convergence maps

Now we present the main goal of the paper. In Fig. 6 we show the signal-to-noise (S/N) maps associated with the E-mode and B-mode convergence generated from the METAELIBRATION catalog for galaxies in the redshift range 0.2 < $z$ < 1.3 and smoothed with $\sigma_{\text{E}} = 30$ arcminutes. The S/N in these maps apply both to the positive (peaks) and negative (voids) values — extreme positive and negative values are significant, while values close to zero are more likely to be consistent with noise. In Fig. 7, maps for the four tomographic bins are shown. The IM3SHAPE convergence maps in all the redshift bins are shown in Appendix C for comparison, together with maps generated using the Science Verification data (Vikram et al. 2015; Chang et al. 2015).

We first look at the E-mode maps. Fig. 6 includes the full redshift range (0.2 < $z$ < 1.3) and thus has much higher signal-to-noise compared to the tomographic maps in Fig. 7, as expected from the higher number density of source galaxies. The visual impression of the map is very similar to the maps generated from the mock galaxy catalogs shown in Fig. 3, where there is an imprint of large-scale structure stretched over tens of degrees. The area close to RA~0º suffers from a more complicated mask structure as well as shallower depth, which results in a lower S/N in the map in that region.
Figure 6. Pixel signal-to-noise (S/N) $\kappa_E/\sigma(\kappa_E)$ maps (top) and $\kappa_B/\sigma(\kappa_B)$ maps (bottom) constructed from the METACALIBRATION catalog for galaxies in the redshift range of $0.2 < z < 1.3$, smoothed by a Gaussian filter of $\sigma_G = 30$ arcminutes. $\sigma(\kappa_E)$ and $\sigma(\kappa_B)$ are estimated by Eq. (16).

In Fig. 7, we find that the redshift bin $0.63 < z < 0.9$ has the highest S/N, which is due to both the higher signal at higher redshift and the lower noise coming from the higher number density of source galaxies. Structures that show up in a given map are likely to also show up in the neighboring redshift bins, since the mass that is contributing to the lensing in one map is likely to also lens galaxies in neighboring redshift bins. This is apparent in e.g. the structures at (RA, Dec)=$(35^\circ, -48^\circ)$ and $(58^\circ, -55^\circ)$: Next, we compare the E-mode maps with their B-mode counterpart in Fig. 6 and Fig. 7. In general, the B-mode maps have lower overall amplitudes. The mean absolute S/N of the E-mode map is $\sim 1.5$ times larger than the B-mode map at this smoothing scale. For a smoothing scale of $\sigma_G = 80$ arcminutes, this ratio increases to $\sim 2$. There are no significant correlations between the E- and the B-mode maps in Fig. 6 and Fig. 7: we find that the Pearson correlation coefficients are all consistent with zero, as expected for maps where systematic effects are not dominant. Comparing the four tomographic B-mode maps in Fig. 7, there is no obvious correlation between the structures in one map with maps of neighboring redshift bins. We find that the Pearson correlation coefficient between the second and third (third and fourth) redshift bins for the B-mode maps is $8 (5.5)$ times lower than that for the E-mode maps. The E and B-mode maps for the lowest redshift bin $0.2 < z < 0.43$ have similar levels of S/N, which is expected since the lensing signal at low redshift is weak and the noise level is high.

We now examine the second and third moments of the $\kappa_E$ maps similar to the tests in Sec. 5.2. For direct comparison with simulations, the measurements are done using the map with the full redshift range $0.2 < z < 1.3$ and in the region of $0^\circ < RA < 100^\circ$. Our results are shown in the right panels of Fig. 4, where the mean and standard deviation of the 12 noisy simulation results are also overlaid.

We note that we do not expect perfect agreement between the simulation and data for several reasons: first, the detailed shape noise incorporated in the simulations is only an approximation to
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10 The Pearson correlation coefficient two maps $X$ and $Y$ is defined as $\langle (X - \bar{X})(Y - \bar{Y}) \rangle / (\sigma_X \sigma_Y)$, where $\bar{X}$ and $\bar{Y}$ are the mean pixel values for the two maps, the $\langle \rangle$ averages over all pixels in the map, and $\sigma$ indicates the standard deviation of the pixel values in each map.
the MetaCalibration shape noise. In particular, there is no correlation of the shape noise with other galaxy properties in our simulations. This, however, should be a second-order effect, since we do not expect the galaxy properties to correlate with the true convergence. Second, the number density and n(z) in the simulations only approximately match the data as we discussed in Sec. 3.4. This is also a second-order effect since lensing is mainly sensitive to the mean redshift of the lensing kernel. The detailed shape of the n(z) will not significantly alter the convergence maps. Finally, the simulations assume a certain cosmology that may not be the true one. As $\langle \kappa^2 \rangle \propto \sigma_8^2 \Omega_m^{1.5}$ and $\langle \kappa^2 \rangle / \langle \kappa^2 \rangle \propto \sigma_8^{-0.8}$ (Bernardeau et al. 1997; Jain & Van Waerbeke 2000), these measurements are directly sensitive to the cosmological parameters. Given the current constraints in $\sigma_8$ and $\Omega_m$ from Planck Collaboration et al. (2016), changing the cosmological parameters by $2\sigma$ does not affect the comparison carried out here.

From Fig. 4, we find very good agreement between the measurements from data and simulations in the overall amplitude and trend of the second and third moments as a function of smoothing scale. The fact that our measurements are in agreement with the simulations suggests that they are also in agreement with the cosmology assumed in the simulations (see Sec. 3.4), though the error bars are fairly large compared to e.g. Troxel et al. (2017); DES Collaboration et al. (2017). The histograms of the $\kappa_E$ and $\kappa_B$ maps smoothed with a 5.1 arcminute Gaussian filter are shown in the right panel of Fig. 5, together with the simulation counterparts.
generated from the 12 Buzzard simulations. Again, we find good agreement in the shape and width of the \( \kappa_E \) PDF between the simulation and the data. The slightly narrower width of the simulation PDF at the extreme \( \kappa_E \) values is likely due to the lack of spatial variation of shape noise, which is not properly incorporated in the simulations.

Finally, as an additional visual inspection, we overlay a sample of REDMAPPER galaxy clusters (Rykoff et al. 2016) onto the E-mode map at 0.63 < \( z < 0.9 \) as shown in Fig. 8. The galaxy clusters are selected to be in the redshift range 0.2 < \( z < 0.5 \) (roughly the peak of the lensing efficiency of the map) and the richness range \( \lambda > 30 \) (corresponding to roughly a mass greater than \( 2 \times 10^{14} \, M_{\odot} \); Melchior et al. 2017). Each circle indicates a cluster, with the size of the circle proportion to the richness (mass) of the cluster. Visually we can see the correlation between the cluster positions and the region of the map with high \( \kappa_E \) values. It is noticeable that the high \( \kappa \) regions in the map are often associated with an ensemble of smaller clusters rather than one large cluster, while there is a clear lack of clusters inside most of the “void” regions in the map. There are exceptions, though, where very high S/N peaks do not line up with the cluster distributions. For example, the peaks at (RA, Dec)=(55.9\degree, -53.8\degree) and (34.3\degree, -47.5\degree) do not correspond to any clusters at the centre of the peak, and the void area around (RA, Dec)=(60.3\degree, -43.3\degree) overlaps with several clusters. This could be in part due to the shape noise moving the locations of peaks and voids, as we have seen in Fig. 3. Nevertheless, further investigation of these structures would be interesting in identifying e.g. massive structures with relatively low luminosity. Overall, in Fig. 8 we find that there are \( \sim 30\% \) of clusters in pixels above S/N>1, and \( \sim 6.5\% \) in pixels S/N<1; \( \sim 13\% \) of clusters in pixels above S/N>2, and none in pixels S/N<2.

6.2 Systematic tests

We have explored, in Sec. 5, the systematic effects associated with the reconstruction algorithm, masking, shot noise, and shape noise using simulations. We also examined the zeroth order systematic effects in the data by looking at the B mode convergence maps in Sec. 6.1. In this section we concentrate on examining other potential sources of systematic effects that could contaminate our maps. Specifically, we look at whether there exists any spurious correlation between our maps and quantities that are not expected to correlate with the convergence maps. This technique is similar to that used in Elvin-Poole et al. (2017).

We first identify a number of potential systematics that could contaminate the \( \kappa_E \) maps. The potential systematics presented here are listed below:

- \( \kappa_E \): B-mode convergence map
- \( \epsilon^1, \epsilon^2 \): the mean galaxy ellipticity
- \( \epsilon^\text{PSF}, \epsilon^\text{PSF}_1 \): the mean PSF ellipticity
- \( \kappa_E^\text{PSF}, \kappa_B^\text{PSF}, \kappa_E \): and \( \kappa_E \) maps generated from \( \epsilon^\text{PSF} \) and \( \epsilon^\text{PSF}_1 \)
- \( R^\text{PSF} \): the mean PSF size used for galaxy shape measurement\(^1\)
- \( R^\text{PSF}_1 \): the mean r-band PSF FWHM size
- \( \text{depth}_h \): the mean r-band magnitude limit\(^1\)
- \( \text{airmass}_s \): the mean r-band airmass.

Note that we have checked the PSF size, depth and airmass quantities for other filter bands but only present here the r-band quantities. For potential systematics \( s \), we construct map \( M^s \). For quantities where we expect the mean to be close to zero (\( \kappa_E^1, \epsilon^2, \epsilon^\text{PSF}, \epsilon^\text{PSF}_1, \kappa_E^\text{PSF}, \kappa_B^\text{PSF}, \kappa_E \)), \( M^s \) is constructed using the mean-subtracted values; whereas for the rest of the quantities where the mean is non-zero, we use the fractional contrast of the map \( M^s = \delta^s = \frac{\Delta^s}{\overline{\Delta}} \).

We first look for correlation at the pixel level between the four tomographic \( \kappa_E \) maps with each of the above potential systematics \( s \). That is, we are interested in whether the high \( \kappa_E \) values are associated with a certain systematic quantity being high or low. To do this, we bin the pixels in the systematics templates into 10 bins depending on the value of the pixels, and measure the average convergence in the pixels assigned to each of the 10 bins. The error

\(^1\) We use the quantity mean-psf-fwhm in the IM3SHAPE catalog and psfrec.T in the METAVALIDATION catalog.

\(^1\) These are 10\( \sigma \) detection limits for galaxies.
bars are evaluated using a Jackknife approach. We then perform a linear fit with intercept \(a\) and slope \(b\) to the measurements. In order to see whether there is a significant correlation between the value of the convergence and the value of the systematics template, we plot \(|b|/\sigma_b\) in Fig. 9. There is one data point that has a \(|b|/\sigma_b\) value larger than 3 (\(\kappa_E\) for \textsc{metaCalibration} in highest redshift bin), which we show in the histogram in the bottom panel. To understand whether these \(|b|/\sigma_b\) values are a cause of concern, we perform the same analysis for the 12 Buzzard simulation maps by cross-correlating them with the systematics templates. Since these simulations cannot be possibly correlated with the data, this measurement provides a quantitative way to interpret the results. The distribution of all \(|b|/\sigma_b\) values are shown in the bottom panel of Fig. 9, together with the \textsc{metaCalibration} results (as the simulations are matched to the characteristics of the \textsc{metaCalibration} catalog). We find that 97% (88%) of the points in the simulations are below 3\(\sigma\) (2\(\sigma\)), which is in reasonable agreement with that from the data (98% of the points below 3\(\sigma\) and 91% of the

Figure 9. The upper four panels show the absolute value of the best-fit slope \(b\) divided by the uncertainty of \(b\) for the linear fit of \(\kappa_E\) vs. various systematics templates. \(|b|/\sigma_b\) measures the significance of a trend between the convergence and the systematics templates. The four panels correspond to the four tomographic bins which we construct the \(\kappa_E\) maps, and the two set of points correspond to the two shear catalogs. The list of systematics templates are labeled for the last redshift bin. The bottom panel shows a histogram of \(|b|/\sigma_b\) measured from the 12 Buzzard simulations (thin blue lines) compared to \textsc{metaCalibration} data points (thick black line).

Figure 10. Similar to Fig. 9, the upper four panels show the reduced \(\chi^2\) for the cross-correlation of the \(\kappa_E\) maps with various systematics templates to be consistent with zero. The cross-correlation is measured for a range of scales, with a total of 8 data points, thus the number of degrees-of-freedom (\(N_{\text{dof}}\)) for the \(\chi^2\) is 8. The bottom panel shows a histogram of the reduced \(\chi^2\) measured from the 12 Buzzard simulations (thin blue lines) compared to \textsc{metaCalibration} data points (thick black line).
points below 2$\sigma$. The overall distribution of $|b|/\sigma_b$ values in the simulations also agrees well with the data.

Next, we compute the two-point angular cross correlation between the convergence maps and the systematics templates. This measurement tests the potential contamination of cross-correlating the $\kappa$ maps with other maps, such as that investigated in Sec. 7.1. We measure

$$\langle \kappa M^i \rangle(\theta) = \frac{1}{N_i} \sum_j \langle \kappa M^j \rangle,$$

(20)

where $M^j$ is the systematics template of interest and the sum is over all pairs of pixels $j$ in the maps separated by angular distance within the bin $\theta$. The correlation function is evaluated in 8 logarithmically separated angular bins $\theta_i$ between 10 and 200 arcminutes. The covariance matrix is derived from the Jackknife approach. We then calculate the reduced variance matrix is derived from the Jackknife approach. We then calculate the reduced variance matrix $X$ through

$$\chi^2 = \bar{D}^{-1} \bar{D}^T$$

(21)

where $D = \langle \kappa M^i \rangle(\theta)$ is the angular correlation function and $\bar{D}$ is the covariance matrix between the 8 angular bins.

The results of the two-point cross-correlation are shown in Fig. 10. We also perform similar measurements using the 12 Buzzard simulations and show the total distribution of the reduced $\chi^2$ in the bottom panel. We find that reduced $\chi^2$ for all combinations of maps, shear catalogs, and redshift bins, all fall below 3, indicating no significant contamination in the maps directly introduced by these potential systematics quantities on the two-point level. Comparing with simulations also shows that the overall distribution of these reduced $\chi^2$ values are consistent with no correlation between the $k_\phi$ maps and the systematics templates. We find that 100% (92%) of the points in the simulations are below 2$\sigma$ (1$\sigma$), which is in reasonable agreement with that from the data (98% of the points below 2$\sigma$ and 80% of the points below 1$\sigma$).

7 APPLICATIONS OF DES Y1 MASS MAP

In this section we present two applications of the convergence map constructed from this work. In Sec. 7.1 we cross-correlate the convergence maps with foreground mass tracers to demonstrate that our maps do indeed contain significant signal and is consistent with expectation. In Sec. 7.2 we take a closer look at some of the high signal-to-noise structure in the maps and discuss the physical interpretation for the largest peaks and voids respectively. We defer some of the more involved applications (e.g. cross-correlation of the convergence maps to CMB lensing maps, peak statistics) to future work.

7.1 Cross correlation of mass and light

One of the motivations for generating a convergence map instead of using the weak lensing shear directly is that in many cases a scalar field is easier to manipulate and cross-correlate with other data sets compared to a spin-2 field. Here we demonstrate some of the usages by cross-correlating the convergence maps in Fig. 7 with other tracers of mass. Specifically, we look at a flux-limited galaxy sample (described in Sec. 3.3) and the REDMAGIC Luminous Red Galaxies (LRG) sample (Rykoff et al. 2016). The amplitudes of these cross-correlations will be a direct measure of the galaxy bias for the different samples (see e.g. Pujol et al. 2016; Chang et al. 2016).

Note that the cross-correlation can naturally extend to include maps of other wavelengths such as X-ray, Gamma ray (Shirasaki et al. 2014), H$\alpha$ neutral hydrogen (Kirk et al. 2015), the CMB, CMB lensing (Liu & Hill 2015; Hand et al. 2015; Kirk et al. 2016) and others.

In this analysis, we opt for calculating the real-space 2-point correlation function similar to that used in Sec. 6.2,

$$\langle \kappa \delta X^i \rangle(\theta) = \frac{1}{N_i} \sum_j \langle \kappa \delta X^j \rangle,$$

(22)

where $X$ denotes the specific sample of interest (flux-limited galaxy sample or REDMAGIC galaxies in different redshift ranges), $\delta = \frac{n_X - \bar{n}}{\bar{n}}$ is the density contrast of the sample, where $n$ is the number of counts per pixel and $\bar{n}$ is the mean number count over the full map. The average is calculated for all pairs of points $j$ whose angular separation $\theta$ fall in the angular bin $\theta_i$. The cross-correlation is calculated for scales 2.5 to 250 arcminutes. In later analyses where we compare the cross-correlation between the convergence map and the two foreground samples, we exclude scales larger than 100 arcminutes and smaller than 15 arcminutes. The small-scale cutoff corresponds to about 3 times the scale corresponding to $\theta_{\max}$, while the large-scale cutoff corresponds to the size of the Jackknife region.

We begin with testing whether the cross-correlation between the $k_\phi$ and $k_\theta$ map with a foreground flux-limited galaxy sample is consistent with expectation from the simulations. We use the same set of mock galaxy catalogs used in Sec. 5.2, with the addition of a simulated foreground sample that matches with the flux-limited sample. We perform the cross-correlation for various redshift combinations of the $\kappa$ map and the galaxy map, as well as the two shear catalogs. We find very good agreement between the two shear catalogs and between the simulation and data.

In Fig. 11, we show two examples of the measurements: cross-correlation of the META\CALIBRATION $\kappa$ maps at $0.63 < z < 0.9$ and $0.9 < z < 1.3$ with the flux-limited galaxy sample $\delta^M$ maps at $0.2 < z < 0.4$ and $0.4 < z < 0.6$, respectively. We show the data measurements together with the mean and standard deviation of the 12 measurements from the Buzzard simulations. Both the E-mode and the B-mode cross-correlation show excellent agreement between the data and the simulations. As the amplitude of the cross-correlation is sensitive to the cosmological model, galaxy bias, and the photo-$z$, the agreement between simulations and data suggests that there is no outstanding differences between the simulations and the data that could be potentially a sign of systematic effects.

Next, we measure the cross-correlation of the same $\kappa$ maps with foreground REDMAGIC samples. We construct the samples so that the mean and spread of the $n(z)$ distribution is similar to that of the flux-limited sample. This corresponds to a redshift selection of $0.15 < z < 0.45$ ($0.25 < z < 0.6$) for the flux-limited sample at $0.2 < z < 0.4$ ($0.4 < z < 0.6$). By doing this, the ratio of the cross-correlation amplitude for the REDMAGIC sample and the flux-limited sample would scale directly as the ratio of the galaxy bias for the two samples. The cross-correlation between the $\kappa$ maps and the REDMAGIC sample is also shown in Fig. 11. The error bars for the REDMAGIC sample are larger due to the lower number density, but overall the shape of the cross-correlation as a function of scale is very similar, with an overall multiplicative factor that is nearly constant over scales. The value of the multiplicative factor (within the 15–100 arcminute range) is $\sim 1.38$ for the lower redshift bin $0.2 < z < 0.4$ and $\sim 1.27$ for the higher redshift bin $0.4 < z < 0.6$. Crocce et al. (2016) measured the galaxy bias for a flux-limited galaxy sample in the DES SV data using an-
using joint constraints from galaxy clustering and galaxy-galaxy lensing in approximately the redshift range of our data (the redshift evolution between the two lens bins considered is much less than the statistical uncertainties at $\sim 0.3$). The ratio of the galaxy bias between the two samples is thus $\sim 1.38$ and $1.24$ for the two redshift bins, which is broadly consistent with our measurements.

We defer a more quantitative analysis of galaxy bias to future work, but this initial test demonstrates one example of cross-correlation of the mass maps with other maps. The results also serve as a test for potential systematics in the mass maps – by comparing the measurements with simulations, we have shown that there is no outstanding systematic issues in using the mass maps for cross-correlation applications.
7.2 Peaks and voids

Another strength of map-level products is that one can visualise and detect pronounced local over- or underdense regions that would otherwise be averaged over in global summary statistics. The abundance of the massive peaks is a sensitive cosmological probe, as they occupy the highest end of the halo mass function (Bahcall & Fan 1998; Haiman et al. 2001; Holder et al. 2001). Some of the extreme structures can also help to constrain a certain class of modified gravity theories (Knox et al. 2006; Jain & Khoury 2010). On the other hand, the abundance of large voids has been used as a powerful test of ΛCDM cosmology (Plionis & Basilakos 2002; Higuchi & Inoue 2017). In this section we seek to briefly characterise the physical nature of peaks and voids that are associated with the largest over- or underdense regions in the convergence maps.

To construct a catalog of peaks and voids, we begin with the 4 tomographic S/N maps presented in Fig. 7, which are smoothed with a $G_0 = 30$ arcminutes Gaussian filter. We place a threshold on the pixels value at 2.5σ (S/N > 2.5 for peaks and S/N < -2.5 for voids), and for all pixels that survive the cut, we use a mean-shift clustering algorithm (Comaniciu & Meer 2002) to divide them into clusters of adjoining pixels. We inspect these clusters visually and place an additional cut requiring there to be more than 50 pixels (slightly larger than the smoothing we applied) in order to become a candidate for a peak or a void. In this approach, we find 9 (5), 9 (5), 18 (13) and 9 (7) peaks (voids) in the four tomographic maps, respectively.

To study the structures associated with peaks, we make use of the approach presented in Melchior et al. (2015). We select all cluster member galaxies of REDMAGER clusters with richness $\lambda > 5$ within 1.5 degrees of the peak centre. We show their distribution around the largest peak in the map of Fig. 8 in the left panel of Fig. 12 at (RA, Dec)=309$^\circ$, -56$^\circ$. While some correlated structure appears present in the 2D distribution, the redshift distributions of the cluster galaxies in this region appears to be very broad, even after taking the lensing kernel into account. This suggests that the large peak cannot be accounted for by one large structure localised in redshift space. In the right panel of Fig. 12 we isolate a particular peak at $z \approx 0.4$ in the redshift distribution and select only REDMAGER clusters with $z \approx 0.4 \pm 0.025$, a range that corresponds to about two standard deviations of their typical redshift accuracy (Rykoff et al. 2016). A central, possibly filamentary structure becomes more pronounced, but there is no evidence of a particularly massive galaxy cluster or even a super-cluster in that region. In fact, of the four SPT-detected clusters from Bleem et al. (2015) within the search radius, only one, with $z \approx 0.4$, falls in this redshift range.

Performing an analogous analysis at different redshifts or on other peaks yields similar results, namely that overdensities smoothed on such a large scale generally do not correspond to massive structures in physical contact. Instead, the broad redshift kernel is prone to accumulating multiple layers of mildly overdense structures along the line of sight. This outcome demonstrates the difficulty of detecting clusters in weak-lensing mass maps or shear catalogs, especially when the number density of source galaxies is low and one cannot go to a smaller smoothing scale. This generally needs the construction of optimal matched filters in configuration and redshift space (Maturi et al. 2003; Simon et al. 2009; VanderPlas et al. 2011), which is outside of the scope of this work.

For voids the situation is more promising. We use REDMAGER galaxies with relatively good photo-$z$’s (same as that used in Sec. 7.1) as tracers of the foreground matter density and study their radial distribution. We project the data into 2D slices of $50\ h^{-1}$Mpc along the line-of-sight. We then measure the density contrast of the REDMAGER galaxies in these 2D slices where the large voids in the maps (significant negative convergence values) are measured, compared to the mean REDMAGER density at that redshift. The density contrast measurements at different redshifts are then used to reconstruct the radial density profile of voids. As an example, we look at the largest void detected in the furthest 0.9 < z < 1.3 bin at (RA, Dec)=62°, -43°, and count galaxies within 2.0 degrees of the void centre, which approximately corresponds to the full angular size of the void in the map. We show the resulting line-of-sight density profile measurements of the REDMAGER galaxies in Fig. 13. We find two extended underdensities that are consistent with supervoids of radii $R_v=100\ h^{-1}$Mpc and $R_v=220\ h^{-1}$Mpc assuming simple Gaussian void profiles (Finelli et al. 2016; Kovács & García-Bellido 2016; Sánchez et al. 2017). These supervoids are quite shallow even in their centres but their size is comparable to the largest known supervoids. Most probably, these supervoids have substructure at smaller scales but that information is not accessible even using high quality photo-$z$ data like REDMAGER.

We repeated the above analysis for less significant and less extended voids, finding that voids identified in the mass maps that extend beyond ~0.64 deg$^2$ of size can typically be associated with at least one $R_v \gtrsim 100\ h^{-1}$Mpc supervoid in the REDMAGER catalogue. These are of greatest interest in cosmology and their integrated Sachs-Wolfe imprint was also studied using DES Y1 data (see e.g. Kovács et al. 2017).

8 CONCLUSION

Weak lensing allows us to probe the total mass distribution in the Universe. One of the most intuitive ways to visualise and comprehend this information is through weak lensing convergence maps, or mass maps. These maps contain the Gaussian and non-Gaussian information for the matter field, which could then either be ex-
tracted via various statistical tools, or analyzed locally for regions of special interest.

In this paper, we construct weak lensing mass maps for the first year of Dark Energy Survey data (DES Y1) using two independent shear catalogs, META\textsc{CALIBRATION} and IM\textsc{SHAPE}, in the redshift range $0.2 < z < 1.3$ and in the region overlapping with the South Pole Telescope footprint. This yields maps covering $\sim 1,500 \text{deg}^2$, corresponding to a total volume of $\sim 10 \text{Gpc}^3$. With the unprecedented large sky coverage, a spherical reconstruction approach was used based on decomposing the shear field into spin-2 spherical harmonics, followed by an E/B mode separation. The curl-free E-mode and the divergence-free B-mode form the E- and B-mode lensing convergence maps, $\kappa_\parallel$ and $\kappa_\perp$. The lensing potential $\psi$ and deflection angles $\kappa$ can also be reconstructed using these decomposed spin harmonics.

We test the mass map reconstruction with simulations, starting with an idealised setup and gradually degrading the simulations to match the data. By doing so, we can isolate the effect of individual sources of systematics and noise. We use the $F_1$ and $F_2$ statistics (Eq. (17)) to quantify the performance of the reconstruction in terms of the amplitude and the phase information: for perfect reconstruction $F_1 = F_2 = 1$. Based on these statistics, we find that (1) we can reconstruct very well the convergence field in a fully-sampled, full-sky Gaussian simulation for scales larger than the pixel scale, as expected; (2) the DES Y1 mask biases the reconstructed maps at the few percent level, but the bias mainly comes from the pixels around the edges; (3) finite sampling from galaxies at the DES Y1 density does not degrade the reconstruction significantly for our maps at a resolution of 3.44 arcminutes; (4) adding shape noise increases the variance of the map and perturbs the phase information, but at the DES Y1 noise level, the signal-to-noise is still significant and the resulting $F_1$ and $F_2$ are consistent with 1; (5) we can reconstruct within measurement uncertainty the second moment of the maps on all scales and third moment of the maps for scales $> 5$ arcminutes, where shape noise is subdominant.

One new application that comes with the large sky coverage is the reconstruction of other lensing maps such as the lensing potential $\psi$ and deflection angles $\kappa$ maps. We explore briefly in Appendix B this application, finding a $\sim 70\%$ ($\sim 50\%$) lower amplitude in the reconstruction for $\psi$ ($\kappa$). The reconstruction of $\psi$ and $\kappa$ is relatively poor compared to that of the $\kappa$ maps because information in $\kappa$ is dominated by scales larger than $\kappa$, and the information in $\psi$ is dominated by even larger scales. This suggests that from $\kappa$ to $\psi$, the importance of the mask increases while the importance of shot noise and shape noise decreases.

After rigorous testing with simulations, we generate weak lensing mass maps from the DES Y1 data with a spatial resolution of $\sim 3.44$ arcminutes. We construct one map that covers the entire redshift range of $0.2 < z < 1.3$, which carries the highest S/N, and also four tomographic bins at the redshift intervals $0.2 < z < 0.43, 0.43 < z < 0.63, 0.63 < z < 0.9$, and $0.9 < z < 1.3$. The tomographic maps are relatively noisy, but allow us to check the redshift-dependencies of the maps and can be used for tomographic cross-correlation with other tracers of mass. In the highest signal-to-noise map (META\textsc{CALIBRATION}, $0.2 < z < 1.3$), the ratio between the mean S/N in the E-mode and the B-mode map is $\sim 1.5$ ($\sim 2$) when smoothed with a Gaussian filter of $\sigma_G = 30$ (80) arcminutes. We examine the PDF of the maps, together with the second and third moments of the PDF as a function of smoothing scale and find them to be consistent with realistic simulations that incorporate similar noise and mask properties as the data. We further test for systematic effects by cross-correlating the maps with various environment and PSF quantities at the one-point and two-point level. We find no significant systematic contamination of the maps beyond what is expected from statistical fluctuations.

Finally, we demonstrate two applications of these mass maps. First, we cross-correlate the mass maps with two sets of foreground mass tracers constructed to have similar redshift distributions: a flux-limited galaxy sample and an LRG sample. The cross-correlation is done in two redshift bins and shows very good agreement with simulations. The ratio of the amplitudes of the cross-correlation, which reflects the ratio of the galaxy bias for the two samples, is consistent with previous measurements of similar samples in earlier DES data. Second, we examine the extreme peaks and voids identified in the maps. We find that most high S/N peaks in the maps correspond to an accumulated mass distribution along the line of sight, even though rare filamentary structures could be found occasionally. For the high-S/N voids, however, most of them correspond to real void structures with $R_v > 100 \text{ h}^{-1}\text{Mpc}$ in the foreground.

The DES Y1 mass maps are the largest weak lensing mass maps to date constructed from galaxy surveys, about ten times larger than the previous maps from CFHTLenS (Van Waerbeke et al. 2013) and DES SV (Vikram et al. 2015; Chang et al. 2015). Even though the Y1 depth is shallower (and therefore noisier) than the previous maps, these very large maps provide a new perspective on weak lensing map making and the various topics one can explore with them. Moving onto the larger dataset from DES and other surveys, we expect many of the explorations in this paper to be carried out and advanced to serve as complementary probes of cosmology alongside more traditional two-point statistics.
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APPENDIX A: INTERPOLATING EMPTY PIXELS

In this appendix we test the impact of the empty pixels inside the contiguous footprint and different approaches to interpolate over them. We use the same noiseless Buzzard simulations used in Sec. 5.2 and test with the redshift bin of 0.2 < z < 1.3. In this map, the fraction of empty pixels inside the footprint occupies ~ 1.67% of the total pixels.

We test the following 4 approaches of assigning values to these empty pixels and calculate the $F_1$ and $F_2$ statistics defined in Sec. 5:

- **Fiducial**: set the empty pixels to 0.
- **Gaussian interpolation**: interpolate the values of these empty pixels from a Gaussian kernel with a $\sigma$ corresponding to 3 times the pixel size.
- **Mean interpolation**: assign the empty pixels the mean value of their neighbour pixels.
- **Random interpolation**: assign the empty pixels the value of a random neighbour pixel.

In Fig. A1 we show the $F_2$ statistics as a function of the scale excluded from the edges for all this cases, similar to Fig. 2. The $F_1$ statistics looks qualitatively similar to $F_2$. We see that at our resolution, the different approaches all give very similar results. We therefore adopt the fiducial approach for simplicity in our main analysis.

APPENDIX B: RECONSTRUCTING THE LENSING POTENTIAL AND DEFLECTION MAP

As discussed in Sec. 2, in addition to the convergence maps $\kappa$, we can also construct the lensing potential $\psi$ and deflection $\eta$ maps with similar formalism. In this appendix we show the implementation of the reconstruction for $\psi$ and $\eta$. We perform in Appendix B1 similar tests on the reconstruction with simulations as in Sec. 5.1. Then we apply the method to DES Y1 data in Appendix B2. Although the quality of the reconstruction for $\psi$ and $\eta$ is not comparable to that of the $\kappa$ maps, they point to an area that we can start to explore as the sky coverage of future weak lensing data sets becomes increasingly large.

![Figure A1](https://example.com/figureA1.png)

Figure A1. $F_2 = \langle \kappa_E \rangle / \langle \kappa^2 \rangle$ for different interpolation schemes for empty pixels inside the footprint.
B1 Simulation tests

Similar to our test in reconstructing the convergence maps in Sec. 5, we investigate the performance of reconstructing the lensing potential field $\psi$ and the deflection field $\eta$. The techniques used for mapping these quantities are similar to those used for $\kappa$ and utilise the HEALPix routines. The definition of $\eta$ has been introduced in Eq. (10) and related to $\psi$ in Eq. (11), but as $\eta$ is a spin-1 field it requires use of the HEALPix routine alm2map_apix function to produce the final maps. In Fig. B1 we show an example of a $\psi$ and $\eta$ map generated via synfact. The top panel displays the true fields; the middle panel shows a reconstructed field with the Y1 mask imposed and $RA > 100^\circ$ region excluded; the bottom panel shows the reconstruction with the mask and realistic Y1 shape noise. We find that both the $\psi$ and $\eta$ fields exhibit significant degradation due to the mask, as shown in the difference between the upper two panels, even though some level of resemblance remains. The addition of shape noise has a much less significant effect, as can be seen from the bottom panel, which is very similar to the middle panel; this is expected as shape noise mainly degrades small-scale information, and is less important for the reconstruction of the $\psi$ and $\eta$ maps.

To quantify the degradation caused by the mask, we calculate the $F_1$ and $F_2$ (replacing $\kappa$ by $\psi$ and $\eta$ in Eq. (17)) when excluding 10 arcminutes from the edges as shown in Fig. B2. We generate 500 Gaussian realisations of the sky with the same underlying power spectrum to account for the effect of cosmic variance, which is an important factor in the reconstruction of $\psi$ and $\eta$ since the information is dominated by large scales. We show the mean and standard deviation from these 500 simulations in Fig. B2. As expected, we find that the mask has a stronger effect upon these two maps than for $\kappa$, as they use a higher proportion of information from the lower $\ell$ modes, which are more poorly constrained. This can be seen as a progressive degradation, from $\kappa$ to $\eta$, to the most adversely affected $\psi$, but significant information is still reconstructed from the maps. The main effect of the mask on $\psi$ can be seen from the low value of $F_1$, due to the large unobserved sky regions suppressing the power inside the masked region by $\sim 70\%$. Similarly, $\eta$ also suffers from this but to a lesser extent; $\eta^1$ is suppressed by $\sim 60\%$ and $\eta^2$ by $\sim 40\%$. The difference in this amplitude suppression comes from the fact that $\eta^1$ and $\eta^2$ are reconstructing the deflection angle in different directions on the sky — the mask is a non-isotropic and there is more information in the RA direction, which contributes mainly to $\eta^2$.

To measure the reliability of the reconstruction of the phase information we use $F_2$. Comparing $F_2$ to $F_1$ gives a measurement of the phase reconstruction. These results are also shown in Fig. B2. We find that for both $\psi$ and $\eta$, the mean $F_2$ is at a similar level as $F_1$, but the standard deviation of $F_2$ is much larger than that of $F_1$, which suggests that the quality of the phase reconstruction varies dramatically depending on the specific realisation of the sky. Furthermore, we find that the influence of shape noise on $F_2$ is much less compared to the influence from the mask, as also suggested by Fig. B1.

Taken in combination, $F_1$ and $F_2$ suggest that considerable information can be inferred about $\eta$ and $\psi$, although with much larger uncertainties than for $\kappa$. We do not perform further quantitative analyses on these maps, but note that for data sets on areas larger than DES Y1, the reconstruction of these other lensing fields becomes interesting. In these scenarios, algorithms that
specifically deal with the mask will be particularly useful. For example, instead of converting the \( \gamma \) field to \( \psi \) and \( \eta \) directly, one can imagine forward-modelling the observed \( \gamma \) field from some underlying \( \psi \) field. We defer the study of a forward-fitting mass mapping method to future work.

### B2 Deflection and potential maps for DES Y1

We now apply the reconstruction method above to DES Y1 data. In Fig. B3 we show these maps constructed using \textsc{MetaCalibration} shear measurements with the full redshift range \( 0.2 < z < 1.3 \). As can be seen from the simulation tests in the previous section, the amplitude of these maps are expected to be much lower than the true fields due to the effect of masking. However, we can see reasonable correspondence between all the three maps: \( \kappa \), \( \eta \) and \( \psi \). On large scales, we find the low convergence (underdense) regions are mostly located on the upper half of the footprint in Fig. 6: those correspond to a high potential value in Fig. B3, and the deflection angle points from low to high potential. The characteristic scale of \( \psi \) is larger than \( \eta \), which is larger than \( \kappa \). The amplitude of the \( \psi \) and \( \eta \) map also agrees well with that expected from the simulation tests in the previous section — the potential field is \( \sim 10^{-4} \) and the deflection angle has a value on the order slightly below an arcminute. This map has implications for the mass distribution beyond the footprint. For example, the fact that the deflection angle points away from the boundary at the lower boundary of the map at RA~\(30^\circ\) could indicate a large-scale overdensity just outside the footprint, which will be tested when more data is available.

### APPENDIX C: CATALOG CONSISTENCY

In this appendix we compare maps from \textsc{IM3Shape} catalog with the results presented in the main text from \textsc{MetaCalibration}. We also compare with the map from DES Science Verification data (SV, Vikram et al. 2015; Chang et al. 2015) which partly overlaps with the Y1 footprint.

In Fig. C1 and Fig. C2 we show the convergence maps generated using the \textsc{IM3Shape} shear catalogs. Comparing to Fig. 6 and Fig. 7, we can see that the broad structures in the \( \kappa \) maps are similar, especially for the high S/N maps. The contrast between the E- and B-mode is less strong compared to \textsc{MetaCalibration} due to the overall lower S/N in the \textsc{IM3Shape} catalog. Nevertheless, the agreement between the two independent catalogs provides a check of the shear measurement pipeline.

In Fig. C3 we show the Y1 map and the SV map in the SV footprint; both maps use galaxies with a mean redshift \( 0.2 < z < 1.3 \), and smoothed with \( \sigma_G = 20 \) arcminutes. The SV map was constructed using another independent catalog \textsc{ngmix} and a different photo-z code, \textsc{SKYNET}. The SV map is also half a magnitude deeper than the Y1 map. The visual correspondence between the structures in the two maps is very good given the differences in the input data. This again serves as a consistency check between the different catalogs.
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Figure B3. The lensing potential (colour map) and deflection field (arrows) reconstructed for the DES Y1 META\textsc{CALIBRATION} data in the redshift range $0.2 < z < 1.3$. The arrows are not to-scale, but can be compared to the one-arcminute arrow in the upper right corner.
Figure C1. Same as Fig. 6, but constructed using the IM3SHAPE shear catalog.
Figure C2. Same as Fig. 7, but constructed using the Im3SHAPE shear catalog.
Figure C3. Convergence map constructed using the SV NGMIX catalog (left) and the Y1 META CALIBRATION catalog (right).